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Abstract

We introduce a new paradigm for concurrency, called
behaviours-as-types. In this paradigm, types are used
to convey information about the behaviour of pro-
cesses: while terms corresponds to processes, types
correspond to behaviours.

We apply this paradigm to Winskel’s Process Alge-
bra. Its types are similar to Kozen’s modal p-calculus;
hence, they are called modal u-types. We prove that
two terms having the same type denote two processes
which behave in the same way, that is, they are bisimi-
lar. We give a sound and complete compositional typ-
ing system for this language. Such a system naturally
recovers the notion of bisimulation also on open terms,
allowing us to deal with processes with undefined parts
mn a compositional manner.

1 Introduction

In Computer Science, the notion of type is one of
the most important and fertile inheritances of Logics.
Since it has been introduced by Church for the simple
typed A-calculus [9], the idea of typing has been ap-
plied to a variety of languages and formalisms. Types
are usually syntactic objects which can be assigned to
terms of the considered language, according to a given
set of rules (the typing system). If ¢ is a term and a
type A is assigned to ¢, then we say that “t has type
A”, or “t inhabits A”, we denote this by “t: A”.

Types are intended to convey some information
about the terms. The kind of information varies a
lot from a system to another. One of the most com-
mon is about the way terms interface each other. For
instance, in the simply typed A-calculus, ¢1 of type A
can be applied to t5 of type B only if A is “functional”,
that is, of the form B — C.

This interpretation of types has yielded the well-
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known Curry-Howard isomorphism (the so-called pro-
positions-as-types paradigm). It states that formulae
of the Intuitionistic Propositional Logic and their Nat-
ural Deduction proofs are isomorphic to types and
terms of the simply typed A-calculus, respectively.
Proving the formula A is equivalent to write a pro-
gram which meets the specification A. Normalization
of proofs corresponds to evaluation of A-terms.
Recently, a paradigm similar to Curry-Howard’s be-
tween Milner’s w-calculus and Girard’s Linear Logic
has been proposed [1, 8]. The fundamental idea of the
m-calculus is that of communication, or name passing,
among processes which evolve in a common environ-
ment. Communications take place through ports, and
only ports of matching types can be connected. One-
side sequents of Linear Logic provide such a typing:
a proof(-net) of the sequent - Ay, ..., A, corresponds
to a process with n ports whose types are Ay, ..., A,.

The CuUT rule % can be seen as the con-
nection of the plug of shape A of the left device to
the corresponding socket (of shape AL) of the right
device. The other ports become the ports of the re-
sulting device. Normalization of proofs corresponds to
message passing.

Such a paradigm sticks Curry-Howard’s isomor-
phism: all the terms having the same type denote
processes which interface in the same way with the en-
vironment. However, we do not know anything about
what the processes do: types say nothing about how
processes behave. This, indeed, is the topic of this
paper. We investigate the use of types in conveying
information about the behaviours of terms, instead of
their interfacing. Thus, while terms correspond to pro-
cesses, types correspond to behaviours. This paradigm
is hence called behaviours-as-types.

We present this paradigm directly on a given lan-
guage, following a general path of Logics and Type
Theory. We choose as object language the process al-
gebra due to Winskel, both for its expressive power
and its neat categorical interpretation in the category
of Labeled Transition Systems [16, 3] (Section 2).



Then, we define the “behavioural types” for this
algebra (Section 3.1). They turn to be very close to
the propositional modal pi-calculus; for this reason they
have been called modal p-types. This is not so sur-
prising, because the modal p-calculus, introduced by
Kozen as an extension of Dynamic Logic [12], seems to
be very suited for expressing properties of concurrent
systems [3, 4, 15].

However, the meaning of modal p-types is not the
same of formulaeof the modal p-calculus: the meaning
of a type should be, roughly, a class of processes whose
behaviour is that described by the type. The model
for these types will be a category U, whose objects are
classes of “equally-behaving” LTS. That is, U has to
point out the relevant notion of “behaviour” we want
to represent by types.

Now, stating precisely a satisfactory notion of “be-
haviour” is very difficult, in general. It is easier, and
often sufficient, to be able to compare behaviours, that
is, to say when two terms will behave in the same way.
In non-concurrent systems, it is customary speaking
of operational equivalence; in concurrency, the notion
of “equivalent behaviour” is usually taken to be the
well-known bisimilarity [13]. Therefore, the construc-
tion of U is supposed to yield some link between the
notion of “having the same type” and that of “being
bisimilar”. In fact, it will be proved that two terms
are bisimilar if and only if they share a type. This re-
sult will be called behaviours-as-types principle,’ and
it will proved in Section 4.

While the objects of U are classes of bisimilar LTS,
morphisms turn out to be inclusions. This means that
the same behaviour can be described in several differ-
ent ways, more or less generally. Hence, morphisms
form a subtyping relation. This leads us to introduce
the syntactic judgment of subtyping, “A < B”, beside
the typing judgment “t: A”.

Having defined the typing and subtyping judgments
and their meaning, our aim is now to develope a typ-
ing system. It will be a Natural-Deduction style proof
system for assigning types to terms starting from a
given set of hypotheses, that is, for proving sequents
of the form I' - ¢ : A. For giving an interpretation to
these sequents, we need to introduce the logical conse-
quenceT' =t : A (Section 3.2). The typing system will
be sound and complete with respect to = (Section 5).
This means that, for instance, a proof of @ - ¢ : A guar-
antees that ¢ has the behaviour A (in every context).
Such a system can be used, therefore, for verification
of terms, that is, concurrent systems.

LA principle is something we state and prove, like a theorem,
while a paradigm is a “meta-level” interpretation.

Moreover, the use of a Natural Deduction style sys-
tem allows us to extend naturally the notion of typing
to terms with free process names. According to the
behaviour-as-types paradigm, a context can be seen
as a declaration of “external modules”: the sequent
I' ¢ : A can be read “if, for each z; : A; in I', we
are given a system x; whose behaviour is A;, then ¢
has the behaviour A”. This holds because the system
enjoys a fundamental property of every “good” typing
system, that is, the substitution lemma (Section 6). Tt
states that names in the hypotheses have to be seen
as placeholders for more complex, but with the same
type, terms. As a consequence of this, the type system
is compositional. As pointed out in [4], composition-
ality is a desiderable property of verification systems
because it yields
— modularity: if we change part of a system we have
certified, only the verification of the changed part have
to be redone;

— abstraction: during the verification or the synthesis
of a system, we can have also undefined parts; all we
need is to assume their behaviour.

— process transformations: we can replace subparts of
a system with other equally-behaving modules. For
instance, optimizations rely on this feature;

— decomposition: the verification of a given term can
be reduced to the verification of smaller terms;

— reusability: a system which has been verified once,
can be reused in the synthesis or the verification of
larger systems. In this way we can build incremen-
tally a library of verified processes.

For these reasons, compositional proof systems for
verifying properties of concurrent systems are very im-
portant and studied in literature. We refer for such a
system for the modal p-calculus (which has been of
some inspiration for this work) and for further refer-
ences to [4]. However, our approach is radically dif-
ferent, because in our interpretation the meaning of a
formula is not the usual set of closed terms which ver-
ify it. Indeed, the failure of the nailf subject reduction
theorem (Section 7) points out that the behaviours-as-
types paradigm is “orthogonal” to Curry-Howard-like
paradigms. The reason of this is in the different nature
of the information carried by types and formulae: be-
haviours are not invariant under computations. This
point also out that “process computation” is not the
right “reduction notion” for behavioural types. In Sec-
tion 7 we outline a more suited Subject Reduction
Theorem, where the notion of reduction adopted is
that of normalization of process terms. This approach
is directly suggested by comparing the theory of be-
havioural types with that of typed A-calculus.



2 Winskel’s Process Algebra

In this section we recall the process algebra due to
Winskel. The following definitions are from [16].

Definition 1 (Proc) Given a set of basic actions
Act, the set Proc of process terms is as follows:

tu=mnil|at|to+ts |to Xty | tIA]|t{E} | reca.t | x

where a € Act, A C Act,, x ranges over the set of
process names Nam, = on the set of relabelings. We
require x to be guarded in recx.t. Let EN(t) denote the
set of free process names in t.

Each constructor of this algebra has a direct categor-
ical interpretation in the following category of labeled
transition systems (see [16]):

Definition 2 (T) A labeled transition system is a 4-
tuple (S,i, L,tran), where S is a set of states, with
initial state i; L is a set of labels; tran C S x L x S
is a transition relation. Let T; = (S;,4;, L, tran;),
where 7 = 1,2, be two transition systems: a ts-mor-
phism (simply morphism) f : Ty — Ts is a pair (o, \)
such that o : S; — Sy is a set morphism (preserving
initial object), A : L1 — Lo is a partial set morphism
and together they satisfy

1. if (s,a,8") € transy and A(a) is defined, then
(o(s),A(a),o(s")) € Transsa;

2. Zf( 7aasl)

s € transy and A(a) is undefined, then
o(s) =o(s).

/

The category T has labeled transition systems as
objects, and ts-morphisms as arrows.

In the following we will consider just the subcategory
Tr, such that its objects are finitely-branching LTS’s
where every state is reachable from the initial one. T g
has a very rich categorical structure: as an example,
it admits both binary products and coproducts, cor-
responding respectively to pairing and disjoint union
(with the merging of the initial objects, in the sec-
ond case). Moreover, classical constructions on tran-
sition systems such as renaming, restriction and fix-
point have a nice categorical interpretation: we refer
o0 [16] for more details. Here, we are just interested
in stressing that these constructions presents not only
an intuitive, set-theoretic definition, but they can ac-
tually be given in terms of (co)limits over Tg: this
fact will play a crucial role when defining the notion
of interpretation for terms and types.

Since we are interested in modeling Proc for a given
set of actions, we will just consider a fibre of the cat-
egory of LTS’s, that’s to say, the subcategory such
that all its objects have the same set of label, and la-
bel morphisms always are the identities. Let us denote
L the fibre over the label set Act,.

Definition 3 (Interpretation of process terms)
Let p: Nam — Lo be a process assignment; then the
interpretation of the process term ¢ on p is as follows:

[t1 x t2]p = [ta]lp x [t2]p
[z]p = p(x) [t1 +t2]p = [talp + [t2]p
[atlp=a[tlp  [H{Z}p = ([tlp){E}

[t1Ap = ([tlp)IA  [reca.t]p = pr.[t](plr/x])

where nil denotes the LTS ({i}, 1, Act., ().

[nil]p = nil

The one state LTS nil is initial in L; the prefix oper-
ation a.T simply adds a new state ¢g to T, makes it
initial and inserts an arc from i to the previous initial
state; the restriction operator [A deletes all the arcs
such that their label are not in A (and deletes also all
the nodes that are no more reachable); the fixpoint
operator u7 just “unfolds” a given T with respect to
the variable 7, producing an infinite LTS; and so on.
We refer the reader to [16] for further details.

Two interpretations can differ just for open terms.
On closed terms, any interpretation assigns to a pro-
cess the same LTS, providing a description of its “be-
haviour”. Usually, such a description is too inten-
sional, making different processes that intuitively be-
have in the same way. The standard way out of this
empasse is given by the notion of bisimilarity: a (max-
imal) equivalence over (usually closed) terms, equat-
ing those with the “same observational behaviour”.
We refer the reader to [13] for further details. Here we
simply recall some definitions and results from [16, 11],
showing how bisimilarity can be expressed in terms of
properties of the morphisms in L.

Definition 4 (Open map) A morphismo : T — Ty
in L is an open map iff for all the states s of T,
if (0(s),a,s") € tranp, then exists v in T such that
(s,a,u) € trany and o(u) = ¢'.

This is not the most general definition of open map
(see [11]), but it is proved to be equivalent as far as
we consider only a fibre of T ([11, Proposition 1]).

Definition 5 (L-bisimilarity) Two transition sys-
tems Ty, To in L are L-bisimilar if and only if there
exists a transition system T and a pair of open maps
from T to, respectively, Ty and Ts.



L-bisimilarity is an equivalence relation. It is
clearly reflexive and symmetric. Transitivity follows
from the existence of pullbacks in the fibre Tg. Given
three LTS’s T; = (Sj,i;,L;, tran;) for j = 1...3
and two open maps o; T; — T3, the associ-
ated pullback is the triple pb(o1,09) = (T, m1,m2):
T = (S, (i1,42), Acty, tran), where S = {(s1,s2) |
o1(s1) = 02(s2)} and ((s1, 82), a, (s, 85)) € tran <—
(s1,a,8]) € trany and (s2,a,sh) € trang, while my, o
are the obvious projections.

Also pushouts exist in Lpey, for any pair of coinitial
open maps. Given three LTS’s T} = (S;,i;, L;, tran;)
for j =1...3 and two open maps o; : T3 — Tj, the as-
sociated pushout is the triple po(oy,02) = (T, n1,m2),
T = (S, i, Acty, tran), where
— S is the pushout of oy and o5 in Set, that is, S =
(S1 + S2)/R where R is the least equivalence relation
containing the pairs {((1,01(5)), (2,02(5))) | s € S3};
— tran = {([s],a,[s']) | 35 € [¢],§ € [§'].(5,a,5) €
trany U trany };

—n; : S; — S are the obvious injections modulo R:
mi(s) = [s].

Moreover, whenever there exists an open map from
T to T' then those two LTS’s are L-bisimilar, since
identity morphisms are always open maps. All this is
summed up in the next proposition, exactly relating
L-bisimilarity on transition systems and strong bisim-
ilarity over terms.

Proposition 1 ([11, Theorem 2]) Given two (not
necessarily closed) terms t1, ta, then they are strongly
bisimilar according to [13] iff for each interpretation p
then [t1]p and [t2]p are L-bisimilar.

3 Modal p-Types

3.1 Syntax and Semantics

In this section we introduce the modal p-types. They
are called so because they are close to the modal u-
calculus [12]. Actually, this language is a subset of the
extended modal p-calculus adopted in [4].

Definition 6 (MT) Given a set of basic actions Act,
the set MT of modal u-types is as follows:

where a € Act, p € TV (type variables). We require
p to be guarded in up.A. Let FV(A) denote the set of
free type variables in A.

As remarked in the introduction, types are intended
to denote classes of processes which share the same

behaviour, where the notion of “same behaviour” is
intuitively described by bisimilarity. Hence, each type
has to be interpreted as an object of a suitable cate-
gory U, such that the arrows of U could be considered
as “bisimulation preserving” morphisms.

Definition 7 (Connected components) Let T be
an LTS. We define the connected component C(T) of
T as the set of objects of Lopen, Teachable from T. T
is called a generator of C(T).

Let C(Lopen) be the collection of connected compo-
nents of the objects of Lopen. Its elements are sets,
obviously ordered by set-inclusion: (C(Lopen), C) is a
partial order. Next proposition states that this order-
ing reflects the existence of suitable open maps.

Proposition 2 Let T1,T» be LTS’s. Then C(Ty) C
C(Tv) iff there exists an open map f: Ty — T7.

Since pushouts are defined in Lpey,, next result easily
follows from the previous proposition.

Proposition 3 Let 11,715 be bisimilar LTS’s. Then
there exist LTS’s Ty, Ty such that C(T;) € C(T;) and
C(T;) C C(Ty) fori=1,2.

Note that, in general, for an element u of C(Lypen,)
there could be more than one generator. Anyway, it
can be shown that these generators are isomorphic.

Proposition 4 Let T1,Ty be LTS’s. C(T1) = C(T3)
iff Tv,T> are isomorphic in Loper,.

It is well known that any given partial order (P, <)
induces a category: its objects are the elements of P,
while the arrows are freely generated from the order-
ing relation. In the following, we denote with U the
category associated to the partial order (C(Lopen ), C)-

Definition 8 (Interpretation of modal p-types)
Let £ : TV — Up be a type assignment; the interpre-
tation of types on & is defined as follows:

[0]¢ = C(nil) [{a)AJ¢ = C(a-v([A]E))
[p]¢ = &(p) [ATA]E = C(v([AJ)TA)
[A1 A A2]€ = C(v([A1]€) x v([A2]¢))
[A1V Ag]€ = C(v([AL]€) +~([A2]€))
[A{Z}]€ = C(v([A]{E})

[up- Al = C(uT A ([ANE[T/p]))

where vy associates to each object of U one of its gen-
erators.

The definition is well-given, since all the categorical
constructions involved are defined up-to-isomorphism:
the not-uniqueness of generators is then ininfluential.



3.2 The Theory of Types

In this section we develope further the theory of modal
u-types types. We define two syntactic judgments:

the typing judgment, which is of the form “t : A”,
read “t has type A”; roughly, it means “t belongs to
the type A”, or better, t has the behaviour A. Thus,
this judgment investigates the inside of objects of U;

the subtyping judgment, which is of the form “A <
B” read “A is a subtype of B”; roughly, it means “the
meaning of A is a subset of the meaning of B,” or
better, the behaviour B is a generalization of the be-
haviour A. Thus, this judgment investigates the mor-
phisms among objects of U.

As usual in Logics, the meaning of judgments is
given formally by Tarski’s satisfaction:

Definition 9 (Satisfaction) Let £ € TV — Up,
A, B € MT, p € Nam — Lo, x € Nam. We say
that

1. ¢ satisfies A < B (£ = A < B) iff [A]¢ C [B]¢;

2. & psatisfy t : A (E,pEt:A) if [t]p € [A]¢.

If a judgment is satisfied by every assignment, then
it is said to be walid. Validity is the usual notion of
“theoremhood” of Logics, and it is usually adopted in
Hilbert style proof systems. However, since our aim is
to introduce a Natural Deduction style typing system
(Section 5), the fundamental notion is that of con-
sequence: which assertions follow from a given set of
hypotheses. (This is also one of the reasons for using
other styles of proof systems, such as Natural Deduc-
tion or Sequent Calculus; for a deeper discussion we
refer to [6, 10]). For defining the notion of logical con-
sequence, we need to introduce contezxts:

Definition 10 (Ctxt) The set Ctxt of contexts is de-
fined as follows:

e () € Ctxt (the empty context);

e if I' € Ctxt, x € Nam does not appear in I, and
A € PT is a type, then T,z : A € Ctxt;

o if " € Ctxt, A € MT, p € TV does not appear
free in I, then I';p < A€ Ctxt and ' A < p €
Ctxt.

We will denote by DN(I') the set of process names
declared by T', by EN(T") the set of process names occur-
ring free? in T, and by TV (L) the set of type variable
occurring free in the types in T.

2Notice that DN(T") C FN(T'), because z is free in z : t.

Therefore, a context declares types of process vari-
ables and the “value” of type variables. Satisfaction
is straightforwardly extended to contexts:

Definition 11 Let £ € TV — Up, p € Nam — Lo,
I € Ctxt. We say that £ satisfies T' (€ |=T") iff for all
(A<B)eTl:{=A<B,and &, psatisty I (€,p =
T)iff CET and for all (x: A) eT: &, pEx: A

Finally, we formalize the notion of “logical conse-
quence” by defining the consequence relation between
contexts and judgments:

Definition 12 (=) Let T’ € Ctxt, A,B € MT, t €
Proc. We say that

— A < B is a consequence of I' (I' = A < B) if for all
€ if €T then€ = A< B;
—t: Ais aconsequence of I' (T' =t : A) if for all €, p,
if&pET thené pEt: A

That is, if we have an interpretation of variables and
names which satisfies the assumptions, then also the
consequence has to be satisfied. Hence, contexts could
be seen as constraints on type and term assignments.
This allow us to reason also on open process terms and
types. We will come back on this in Section 6.

Proposition 5 For I" € Ctxt, J a judgment:
1. if ADT andT = J then A = J;

24T Et: Aand A ={A'<B' | (A <B)c¢e
Ftu{(z:A) el |z € IN(t)} then A =t: A.

Obviously, each term has some behaviour (at least,
the behaviour of the corresponding LTS), hence it is
always typable in a proper context:

Proposition 6 (Typability) For ¢ € Proc,I' €
Ctxt, if EN(t) C DN(T') then there is a type A such
that T' =t : A, and, for & p such that £,p = T:
[A]¢ = C([t]p)-
We call such A the canonic type of t in the context T.
On the other hand, each object of U is generated
by some term, hence each type should be inhabited by
at least one term, in a proper context:

Proposition 7 (Type inhabitation) Let A € MT,
I € Ctxt such that for allp € V(A) there is (x : p) €
I'. Then, there is a process t such thatT' =1 : A, and,

for & p such that £, p =T: [A]€ = C([t]p).

We call such ¢ the canonic term of A in the context T.
The following result follows from Proposition 2, and
states that < is a subtyping relation:

Proposition 8 (Subtyping) IfT E=t: A; andT |
A1 SAQ thenFl:t:Ag



4 Behaviours-As-Types

In this section we state and prove the behaviours-as-
types principle.

Giving a general notion of “behaviour” is very dif-
ficult. It is much easier to compare behaviours. The
notion of “equivalent behaviour” usually adopted in
concurrency is Milner’s bisimilarity [13]. Hence, we
introduce a new syntactic judgment between terms,
“t1 & to” (read “t; behaves as t9”), for comparing
term behaviours within contexts:

Definition 13 For t1,t; € Proc,I' € Ctxt, we say
that t1 = to is a consequence of T' (' =ty = to) iff for
all §7p7 Zf§7p }: I then [[tlﬂp ~ [[tQHp

Notice that the meaning of ~ is not defined by using
types or the category Uj in fact, it can be seen as the
generalization of bisimulation to open terms.

The link between bisimulation and types is esta-
bilished by the “behaviours-as-types” principle. As
we have said before, types should be intended as de-
scriptions of the behaviour of their terms. Hence, two
terms which share at least one type, no matter which
one, behave in the same way. This is proved in the
following main theorem.

Theorem 1 (Behaviours-As-Types) Let T' €
Ctxt, t1,ts € Proc. The following are equivalent:

1. exists A such thatT =t : A and T =ty: A

2. F|:t1zt2.

Proof. (Sketch) (1 = 2) If two LTS’s T1,T> belong
to the same u in U, then there are two open maps
h; i v(u) — Ty, i = 1,2, and hence Ty, T, are bisimilar.

(2 = 1) For Proposition 6, let A; be the canonic

type of t;, that is I" = ¢; : A;. Define A def ((47 x
ANTA){ZE} where A = {a x a | a € Acty,a # x}
and Z(b) = {a fb=axa p, Proposition 8, it is

b otherwise
sufficient to prove that I' | A; < A for i = 1,2. We

prove it for ¢ = 1, the other case being similar.

It is easy to see that the canonic term of A is ¢ def

((t1 x t2)]A){=}. Now, take &, p such that &, p = T

for canonicity, we need only to prove that there is a

open map fi : T — Ty, where T; def [t:]p and T def

[tlp = ((Th x T2)1A){=}. Now, by definition states of
T are pairs (s1,$2) where s; is a state of T;. Define,
hence, f1((s1,s2)) = s1. Trivially this is a morphism;
we prove it is a open map, that is:

for all (s1, s2) reachable in T, if (s1,a,s]) €
trany, then there is s, in T, such that
((s1,82),a,(s],s5)) € trany.

t1: Ay to: Ay t: A
hxf A nd, B EAE)
tliAl tQZAQ t: A ASB

t1+t23A1\/A2 N t: B

Probp

SuMm

t: A
PREF T A NIL

RSTR t t:{a)A nil: 0

CA
[A: ATA
(z:p)
t:A x,p do not appear free in any

Rec recx.t : pup.A undischarged assumption

Figure 2: The Typing System T}, .

By definition of T', this is equivalent to prove that

for all (s1, s2) reachable in T, if (s1,a,s)) €
trany, then there is s, in T, such that
(s2,a,sh) € trang,.

This is easily proved by induction on the length of the
path which leads to (s1,$2), because Ty and T are
bisimilar by hypothesis. a

Indeed, in Theorem 1 one can see the coinductive
nature of bisimulation. We need to find one type for
both t; and %5, in order to state t; =~ t3, as well as
we need to find one bisimilarity relation R between ¢
and ty for stating t1 ~ to.

5 The Typing System

The relation |= is a purely semantic notion: it is de-
fined by means of the interpretation of terms and
types. Following the general path of Logics, in this sec-
tion we introduce a sound and complete proof system
for representing |= via syntactic objects, i.e. proofs.

The system is a Natural Deduction style typing sys-
tem composed by two parts:

e the system S,k (Fig.1) which derives the subtyp-
ing judgment “<” and

e the system 7T,k (Fig.2) which derives the typing
judgment “”.

The following definition recalls the standard proof-
theoretic notion of natural deduction proof (see [14]):

Definition 14 (F) Let J be a typing or subtyping
judgment, and T € Ctxt. A (natural deduction) proof
7w of J from I' (denoted by m : '+ J) is a finite tree
built and labeled according to the rules of T,k and
Suk, and such that the label of the root is J and those
of the leaves are in T.



A< A TRAN A<B B<Z<C C<A C<KB CNGR A<LB no captured variable oc-

- ALC C<AVB C[A/p] < C|B/p|] curs free in any assumption
(p<A) (A<p)

I A < A Ay <Ay p does not occur free in any undischarged assump-

1= up. Ay < up.As  up.A; < up.As tion, and Ay, Az are unwindings of A on p

0xA=A (AxB)xC=Ax(B«xC) AxB=B%xA xe€{V,A}

pp-A= Alup.A/p| (up-A)IA = pp.(ATA)

-AJA=A if Actsr(A) CA A{ld} = A

' A{E,1} = A{=2} if EilActsp(A) = EalActsr(A)  (up-A){E} = pp.(A{E})

(A1 \/ A2)TA (A1TA) Vv (A2[A) (A{E1}){E2} = A{E1; B2}
(A1 ) (A2[A2) = (A1 A A2) (A1 X Ag) (AVB){ } A{E} v B{E}
((a > )IA = (a)(A[A) if a €A (ATA1)[A2 = AT(A1 N Ap)
((a)A)IA=0if a g A (A{ })f = (AIEHA)H{E
(A1 A A2){E} = Ar{Ea} A A{E2} if E(axb)=Ei(a) x Ea(b)

PAQ = (V, (@ P){EH AV, ((0)Q){®;}) <
(Vs (e (PAE} A QEM Y (V, ()P A QA2 D) V (Vi) (ein ) (PAZD A QA2 DI })
(

where (I)/ C) {* X (pj(bj) ife= dj (C) _ {Ei(al) X (pj(b]) ife= e(m) :
c otherwise c otherwise
moreover, the ¢;, d;, e(; j)’s are all different and neither appear in P nor in Q.

(analogously for Z}); W j

Figure 1: The Subtyping System S, k.

We say that J is derivable from T' ('t J) if there

The rules p-I could be explained as follows. Let

is a proof mw: T'F J.

Some explanations are in order. The equality (ac-
tually, congruence) symbol is a syntactic shorthand
for both directions of <. For instance, a proof of
' W A = B means that both ' + A < B and
I' = B < A. However, it may be easier to think of
“="" as a real judgment.

In S, k, Actsp(A) denotes the set of possible actions
which can take place in the behaviour A, within the
context I'. Its definition is the following:

Actsr(0) =0
Actsr(AV B) = Actsp(A) U Actsp(B)
Actsr (AN B) = Actsp(A) x4 Actsr(B)
Actsr({(a)A) = {a} U Actsr(A)
Actsp(ATA) = Actsp(A) N A
Actsp (A{Z}) = (Actsr(A)){=}
Actsr(up.A) = Actsp(A[0/p])
Actsp(A[0/p]) if (p<A)el
Actsp(p) = { or (A<p)eTl
Act, otherwise

The context I' may constraint the meaning of free vari-
ables, because an assumption like p < A declares that
p and A denote the same behaviour. Therefore, the
possible actions of p are all Act,, if there are no as-
sumptions on p; otherwise, it is the possible action set
of the assumption on p.

Ay and Ay be unwindings of A on p. If p does not
appear free in A, then A; = A = A and hence, for
the unfolding axiom, up.A; = up.As. Othewise, let
p € FV(A). Then, if we prove that the two unfolding
denote the same behaviour whenever p and A are as-
sumed to be the same, then up.A; = up.As. In fact,
the assumption p < A and A < p should be seen as
fixpoint equations.

The rule REC could be understood as follows. Let
consider the recursive term recz.t; following the idea
of least fixpoint, each occurrence of x in ¢ should de-
note the process recz.t itself. If we denote by p the
behaviour of z, p has to be the same of the whole
term recx.t — that is, the least fixpoint up.A. The
side condition, similar to the Figenvariable Condition
for V-intro [10, 14], avoids unsound derivations like

T:p r:py:pkx:p
ax : {a)p x:p,y:pkax:{a)yp
recy.ax : pp. {(a)p x:phk recy.ax : up. (a)p

that is,

The side condition can also be explained in purely
proof-theoretic terms: it is needed in the proof of the
substitution lemma (Theorem 5, Section 6).

Example 1 We prove that the term recx.aaz has



type up. {(a)p in the empty context:

PREF
PREF
REC
SuB

aaz : {a){a)p
recx.aax : pp. {a){(a)p

recz.aax : pp. (a)p

It should be noticed that the rules and axioms
of S,k resemble Milner’s equational laws for strong
bisimulation [13]. Actually, many of them are also
similar to rules and axioms of the modal p-calculus
[12]: if the relation < is intended as a “consequence”,
or “implication”, then several rules become “logical”;
e.g. TRAN is the cut rule. However, this parallel can-
not be pushed too far, since many logical implications
(such as “AA B < A”) do not hold, and there are no
type constructors corresponding to “implication” and
“negation”; moreover, 0 is the unity for both A and V.

The relation | is a “concrete” consequence relation
between contexts and judgments. It should be thought
as the syntactic counterpart of |=. Indeed, the proper-
ties we have proved semantically for |= in Section 3.2
can be restated and proved syntactically for F, without
need of semantic notions.

Proposition 9 For ' € Ctxt, J a judgment:
1. if ADT and T+ J then A+ J;

2. fTEFA<Band A={A'<B'|(A <B)eT}
then A+ A< B;

3. if T Ft: A then WV(A) C FV(T') and EN(¢t) C
DN(T);

4.ifTHt:Aand A={A < B | (A <PB)e
Irtu{(z:A") el |z € IN(t)}, then A t: A.

Proof. By structural induction on the proofs. O

Proposition 10 (Canonic typability) For ¢t €
Proc, T' € Ctxt, if EN(t) C DN(I') then there is A
such that T Ft : A. Moreover, in this derivation SUB
is never applied, and hence A is the canonic type of t.

Proof. By induction on the syntax of ¢. O

Proposition 11 (Canonic type inhabitation)
Let A € MT, T € Ctxt, such that for all p € FV(A)
there is (x : p) € T'. Then, there is t such that
I'Ft: A Moreover, in this derivation SUB is never
applied, and hence t is the canonic term of A.

Proof. By induction on the syntax of A. a

The following results relate the syntactic notion of
derivability () to its semantic counterpart (E):

Theorem 2 THFA<B < I'EA<B.

Proof. (=) Each rule is sound.

(«<=) Lenghty proof (omitted). It can be shown pro-
ceeding by induction on the syntax of canonic types
A, B, deriving for each finite type a normal form as a
disjunction of sequential types (i.e., obtained simply
as a sequence of applications of rules PREF, RLB and
RSTR). The rules p-I and CNGR allow us to deal with
recursive types which cannot be sequentialised. a

Theorem 3 I'-{: A < T'=t: A

Proof. (=) Each rule is sound, and the subsystem
Sk is sound for Theorem 2.

(«<=) Notice that the canonic type of ¢ is either A or
a subtype of A. Therefore, for the SUB rule and the
completeness of S,k (Theorem 2), we can consider
only canonic types. In this case, the thesis is proved
by induction on the syntax of t. We will see the most
difficult case.

Suppose I' = recx.t : up.A; for the inductive hy-
pothesis and the REC rule, we have to prove that
Iz : p =t : A where z,p do not appear free in
I'. Let & p such that £, p = T and p(z) € &(p); we
prove that [t]p € [A]E, that is, C([t]p) C [A]E.

By induction on A it can be proved that if u; C uo
then [A](§[u1/p]) € [A](§[uz/p]). Since p(z) € £(p),
surely C'(p(z)) C &(p), then

C(ltlp) < [AIE — Clp(2)))
< [AlElp — &) = [AIS

where the first inclusion holds for canonicity and for
the monotonicity of the interpretation (which can be
easily proved by induction on ¢, A). Note that for each
type variable ¢ in A there is a y in the correspondent
place in ¢, and an assumption y : ¢ in I', z : p; hence,

p(y) € £(q). O

Finally, the BAT principle can be syntactically for-
malized by introducing the following BAT rule:

tliA tQZA

Bar = 2" ihatis,
tl ~ t2

F"tliA Fl_tQ:A
Fl—tlth

The syntactic and semantic notions of “same be-
haviour” coincide, which yields the system to be sound
and complete:

Theorem 4 (BAT Adequacy) For all T')ty,to:

PHt ~ty <— F'=t1%t2



Proof. Follows from Theorem 1 and Theorem 3. a

In the case that no hypothesis on process variables
and subtyping is assumed, we recover the bisimulation
between terms:

Corollary 1 Dt =ty <= t; ~ ta.

Example 2 We prove () - recz.ax = recz.aazx:

(z:ph
az : (a)p T

recz.aax : pp. {(a)p

PREF

REC
recz.ax : up. (a)p
T

recr.axr = recx.aaxr

where 7 is the proof of Example 1. In the classical the-
ory of bisimilarity, such equivalence is inferred from
Milner’s lemma of unicity of solutions for (weakly)
guarded terms. O

6 Open terms, compositional-
ity and the Cut Rule

As pointed out before, also consequences I' - t1 = to
where t1,t; have free process names, are given a pre-
cise meaning (Definition 13). This allows us to reason
also on the behaviour of open terms, in a composi-
tional way (see Section 1).

Compositionality is reflected both in the semantics
and in the syntax of our system. Semantically, com-
positionality corresponds to transitivity of the conse-
quence relation f=:

Proposition 12 For I' € Ctxt, ti,to € Proc,
A1,Ay € MT, € Nam, if T' E t; : A; and
Tyz: Ay Eta: Ag then T =ty [t /2] As.

More interesting is the syntactic counterpart of tran-
sitivity. In proof theory, the “plugging” of terms and
proof is represented by the well-known CUT rule:

F}—tliAl F,x:All—tQZAQ

C
vt FFtQ[tl/l’}IAQ

or, in Natural Deduction style,

(z:Ay)
tl : Al t2 . AQ
t2 [tl/l‘] : A2

However, we do not need to add this rule to the
typing system T},i, because T,k enjoys the following
fundamental property of proof and typing systems [7]:

Theorem 5 (Substitution Lemma) If 71 : ' +
ty : Ay and mo : T',x 1 Ay F to : Ao then there is a
proof m: Tk to [ty /2] : As.

Proof. By structural induction on 5.

Base case: t; =y for some y and (y : A1) € T,z : As.
Now, if y # x, then we can just drop the assumption
x : Ag; otherwise, take 7 = .

Inductive step: By cases on the last rule applied. We
see only two significant cases.
If the last rule is SUB, then mo appears as follows:

I'z: A r
- 21 22
2= tQ:A ASAQ
t2:A2

We can drop the assumption (x : A;) for Proposition
9. By the inductive hypothesis, there is w4, : T' F
to [t1/x] : A. By applying the SUB rule to 75, moo we
obtain w: T'Fto [ty /] : Ay

If the last rule is REC (which discharges the hy-
pothesis y : p), then 79 is as follows:

Tyz: A, (y:p)
. o1
= t: A
recy.t : up.A

where 5 is recy.t and As is pup.A. For the side condi-
tion of REC, y has to be different from x. Hence, for
the inductive hypothesis, there is a proof 74, : T, y:p b
t[ty/x] : A. By applying the REC rule to 75, we ob-
tain the proof 7 : T' b recy.(t[t1/x]) : up.A. Now,
we have to prove that recy.(t[t1 /z]) is syntactically
equal to (recy.t)[t;/xz]. This is true because z # y
and, by Proposition 5, EN(¢;) € DN(T"). For the side
condition of REC, y ¢ DN(T'), hence y does not occur
free in t;. O

As a consequence of this, free names in the conclu-
sion of I' F t; = t5 can be seen as “external modules”
whose behaviour is declared by the assumptions in the
context. If we instantiate the free names in tq, ¢t with
closed process terms which fulfill these assumptions,
we obtain two closed terms whose behaviour is still
the same (Theorem 4).

Moreover, if we have proved that in a certain con-
text I', a process t has the behaviour A, then we can
use this proof as a rule in the inference of behaviours of
more complex processes. Equivalentely, we can put ¢
in place of each z if the assumed behaviour of x is sup-
posed to have is the same of what has been previously
proved for t. Therefore, the substitution lemma allows



us for libraries of certified processes, which can be used
in developing modularly larger processes. An applica-
tion of this can be seen also in Example 2 above, where
we reused the proof of the previous Example 1.

7 Final Remarks

Comparison with the Typed A-calculus. In
the paradigm behaviours-as-types we have presented,
terms correspond to processes and types correspond
to behaviours. Comparing with the propositions-as-
types paradigm, we lack a connection between invari-
ant properties. In the theory of typed A-calculus, this
invariant property is highlighted by the subject reduc-
tion theorem (SRT):

ifI’'-M:Aand M -3 Nthen'FN: A

This means that the information carried by types is
“orthogonal” to the information reduced by the (-
rule. However, in the behaviours-as-types paradigm
the corresponding naif SRT

iflFt:Aandt >t thenT'H¢: A

does not hold. This is intuitively correct, because com-
putations are not “orthogonal” to behaviours: in gen-
eral, ¢’ behaves differently from t.

There are (at least) two solutions to this problem.
The first is to restrict our attention to those processes
which satisfy the SRT above mentioned. In this way,
we committ ourselves to processes whose behaviour
is always the same even if they are evolving, like an
operating system.

The other approach is to adopt a different notion
of process reduction, not necessarely with operational
contents. A closer look to the theory of A-calculus
suggests that it should be a notion of normalization.
In fact, the (-reduction is the reduction of A-terms
in head normal form. Similarly, we should choose as
reduction a notion of normalization of process terms.
For instance, we could define a rewriting relation > C
Proc x Proc by applying the technique introduced in
[2] for finite-state processes: from each bisimulation
equation we could obtain a rewriting rule. Hence, the
“right” SRT is the following:

IfOQ-t:Aandt >t then Ot : A

Traditionally, in rewriting only closed terms are con-
cerned. As in the case of bisimulation, we think that,
within the type-based approach presented in this pa-
per, rewriting can be extended smoothly to open terms

where free process variables may have a declared be-
haviour. We can introduce a new syntactic judgment
“p>” between terms, analoguosly to S-reduction: the
intended meaning of T' - ¢ > ¢’ should be “in the con-
text T, ¢ is rewritten to t’, whose complexity is not
greater than those of £.” Due to lack of space, we can-
not elaborate further on this topic; however, we just
point out that the Substitution Lemma suggests im-
mediately the following rewriting rule for taking care
of behaviour declaration of free process variables:

FktliAl F,ISAlktDt/
ChHtfty/z] >t [t/ ]

or, in Natural Deduction style,

({I? : Al)
t1: Ag t >t
/2] & Ut/ 7]

Another link between modal p-types and typed A-
calculus regards recursive types. Typed A-calculus
with recursive types has been thoroughly studied —
see e.g. [7]. Although the theory of recursive types
for the A-calculus is quite different from that of modal
u-types, they share the following type-theoretical re-
sults:

— type inhabitation is trivially decidible;
— typability is trivially decidible;

— type checking is not decidible;

— subject reduction holds.

Type inhabitation and typability are always verified
(Propositions 10, 11). Decidibily of type-checking
would yield decidibility of bisimilarity. In fact, for
t1,to closed terms, t; ~ to iff O F t; : A, 1 = 1,2,
where A is the type defined in the proof of the BAT
principle (Theorem 1). Actually, the undecidibility of
the “” judgment is due to the undecidibility of the
“<” judgment.

Other models. The notion of behavioural types we
have introduced is not strictly limited to the semantic
interpretation of processes in the category of LTS’s.
Actually, we could define the category U in many dif-
ferent ways, viz. by using comma subcategories, or by
choosing as starting point the category of synchroniza-
tion trees or event structures [16], or even by defining
U = Lypen. In fact, all the results of the paper could
be recovered in these alternative settings: we have
preferred our characterization for its set-theoretical
flavour.

The fact that there are so many and only appar-
ently different models for concurrency, seems to say



that the right notions of “process denotation” and
“process behaviour” are still lacking. A promising
new model (the presheaf model), strictly related to the
notion of open map, has been introduced in [11]; its
applications to our paradigm are under investigation.

Another topic related to the lack of a satisfactory
model of behaviours is the absence of the “arrow” type
constructor. From a constructive point of view, terms
of type A D B should have a “functional behaviour”,
that is, they denote higher-order processes. However,
the categories adopted in usual models for concurrency
are not closed, and hence they do not allow for expo-
nentials: we refer to [5] for an account of this topic,
and further references, with regard to the applications
to Petri nets.
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