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Abstract

The continuously growing application of computer science to a wide range of human activ-
ities yields several issues. Besides sociological, philosophical or other more or less arbitrary
speculations, there is the pragmatic need of controlling the activity and predicting the be-
haviour of complex systems devoted to critical tasks or, more simply, to the accomplishment
of online financial transactions. Most of the time, programmers convince themselves that
their code meets the original specifications by informal arguments or by testing the software
over some sample of input data. However, even at the dawn of the computer era, this ap-
proach has been considered unsatisfactory since it cannot ensure the absence of errors under
all circumstances.

On the other hand the formal methods of mathematics provide a rigorous way for reason-
ing and understanding the behaviour of programs, languages, and complex systems. Many
logics and calculi have arisen in order to deal with a plethora of problems and properties.
However, their application to real cases is often cumbersome and error prone due to the
overwhelming complexity and the subtleties involved.

The field of Computer Aided Formal Reasoning (CAFR) is a research branch whose aim
is to study and implement tools allowing one to develop formal proofs in a computer-assisted
way. So doing, nothing can be “swept under the rug” (as it often happens with proofs carried
out with “pencil and paper”) and, once the proof is finished, its correctness is ensured, i.e.,
certified by the system.

Recently Logical Frameworks (LFs) based on constructive type theory have emerged as
general metalanguages for encoding and formally reasoning about formal systems by means
of the propositions-as-types, proofs-as-terms paradigm. The latter allows one to reduce
the problem of proof checking to that of type checking opening the way to a mechanized
implementation of LFs.

The contribution of this thesis is the proposal of an axiomatic theory which, in con-
junction with the Higher-Order Abstract Syntax (HOAS) encoding approach, allows one to
adequately encode and reason over a large class of formal systems. We hope that this work
will help in the understanding and application of LFs.

Keywords: Formal Methods, Computer Aided Formal Reasoning; Logical Frameworks,
Type Theory, Coq, Higher-Order Abstract Syntax; Functor Categories.
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Introduction

The increasing complexity of modern software and hardware systems generates the non trivial
problem of the certification of their behaviour; indeed formally ensuring that a given system
is doing exactly what it is designed for imposes an overwhelming burden of details making
it likely that errors will arise. A large number of states, for example, often implies that
checking even a simple transition may be not only error prone, but far beyond the human
skills.

So there is the need for automated tools helping people to carry out the difficult task
of formally reasoning about computerized systems. The aim of Computer Aided Formal
Reasoning (CAFR) research is exactly the study and implementation of such tools. In
computer science there are many logics which are useful for reasoning about software and
hardware systems (e.g. propositional, first-order, higher-order, modal, temporal and linear
logics, set-theory, etc.). In general there are two main possible approaches when facing
the problem of implementing an automated tool for one of those formal systems. The first
consists of building it from scratch, but this immediately appears to be a daunting task
since there are many mechanisms to be implemented and, when a different formal system is
considered, all the work must be repeated. Just to give an idea of the difficulties imposed by
this strategy, it is sufficient to consider the syntax level, where support must be provided for
representing terms, formulae, derivation rules, binding operators, and substitution. Moreover,
at the level of formal proofs there are more complicated techniques that must be implemented
such as proof construction and proof checking tools, instantiation of rule schemes and all the
machinery checking the applicability of rules provided with context-sensitive side conditions.
Obviously the result will be perfectly tailored for the special case (more efficient, more
reminiscent of the original syntax of the implemented system etc.), but even a minor change
or extension of the original system can lead to the problem of redoing the whole effort from
start, i.e., the approach lacks flexibility. An alternative way is the development of a general
framework capturing the main common features of a large class of logics in such a way that
a great amount of work is done once and for all.

In particular a class of Logical Frameworks based on the notion known as Curry-Howard
isomorphism! [dB70, How80] has revealed itself to be a suitable basis for the synthesis of
interactive environments where logic-independent reasoning is possible: without entering into
the details, these frameworks are built upon the idea that types can be interpreted not only

! Also known as propositions-as-types principle.



2 CHAPTER 1. INTRODUCTION

as a specification of partial correctness properties about a program, but also as propositions.
Following this intuition then it seems natural to interpret terms as proofs of the proposition
associated with their type. Proceeding further, we have that a proposition is true if the
corresponding type is inhabited?; thus proof checking reduces to type checking® and if the
latter is decidable (this is true in all the Logical Frameworks based on Type Theory) the
whole process can be mechanized and implemented on a machine. Moreover, since the rules
of the type systems of the underlying A-calculi are usually given in Natural Deduction style, it
follows that the implemented system gives rise to a Natural Deduction Proof System helping
the user in the task of finding the proof term by means of a top-down process*. The latter
begins with the main goal (i.e. the proposition to be proved) and proceeds by transforming it
into (simpler) subgoals through the use of tactics, i.e., functional programs and ending when
all the current subgoals are instances of axioms. Often tactics are completely automated and
require no interaction with the user, in other cases the latter needs to give some “hints” to
the machine in order to solve the goal. However, in practice this is better than carrying out
the proof by hand on the paper; the user has to pay attention only when encoding a formal
system into the framework®; all the subsequent work is then guaranteed to be error free.

It follows from this rough introduction that Type Theory based Logical Frameworks can
be thought of as general purpose programming languages allowing the synthesis of proof as-
sistants from a signature (provided by the user) containing the encoding of a formal system.
Many useful mechanisms are automatically made available by the underlying metalanguage®
of the Logical Framework: unification, pattern matching, recursive functions definition, nat-
ural deduction style reasoning etc. The philosophy which inspired the Edinburgh Logical
Framework [HHP93] goes a little further; in fact the encoding methodology suggested to the
user allows one to delegate to the metalanguage also the common notions of a-conversion and
capture-avoiding substitution. To illustrate this point, let us consider the case of encoding
the syntax of untyped A-calculus:

M =z | MiMy | \z. M,

where x € V (V is an infinite set of variables). In general, to encode a logical system in
a Type Theory based logical framework, the user must assign types to a set of constants
representing the syntax constructors and the judgments with their derivation rules. In the
abovementioned case (untyped A-calculus) a naive encoding would take an inductive set (like
N) as the set representing variables and map the binding operator A to a term constructor
lam of type var — tm — tm (if tm is the type chosen to represent A-calculus terms and var
the type representing variables). This is intuitive since the term lam-constructor takes as
arguments one variable (x) and one term (m) in which the variable z will be bound exactly
as the original A-operator does. However, there are several drawbacks; indeed so doing one
must then provide an additional encoding of the notions of free and bound variable and of
the mechanisms of a-conversion and capture-avoiding substitution.

2The absurdity then corresponds to the empty type, i.e., the type with no inhabitants.

3Formally, a logical framework is a system allowing the derivation of judgments of the form T' Fs ¢ : T
where I' = x1 : T4,...,x, : T}, is an assignment of types to free variables and X, the signature, is a set of
typed constants.

4The Natural Deduction style was originally conceived by Gentzen [Gen69] and, according to its inventor,
it “reflects as accurately as possible the actual logical reasoning involved in mathematical proofs”.

5This “attention” amounts to the proof of an adequacy theorem stating that the encoding function es-
tablishes a bijective correspondence between the objects of the formal system and the so called “canonical”
terms of the framework.

5Usually a typed A-calculus with dependent types, i.e., types depending on other types or terms (e.g. the
type of vectors of length n).



The described encoding approach, known as first-order, clearly complicates the task of
representing a formal system in Type Theory based Logical Frameworks. In fact with a
more complicated system, like a process algebra, carrying out formal proofs with a first-
order encoding requires an overwhelming preliminary effort to prove often trivial (but very
long) lemmata about basic syntactical properties (see e.g. [Hir97] where 600 out of 800
proved lemmata involve the handling of de Bruijn indexes).

In contrast the Higher Order Abstract Syntax (HOAS) [Chu40] encoding approach allows
one to completely delegate all the syntactical details to the metalanguage making the en-
coding elegant and clean. Indeed the main idea is to encode binding operators (like A\) with
constants whose domain is of functional type; so doing the variables of the object language
are identified with the metavariables of the logical framework. For example, in the case of
the untyped A-calculus the signature encoding its syntax would be the following:

tm = app:tm —tm —tm
| lam: (tm — tm) — tm

Notice the type of the higher-order lam constructor taking a meta-level function as argument.
So the term lam([z : tm]z)” encodes the A-term Az.z and the notion of B-reduction can be
expressed in a very natural and elegant way saying that lam(f,t) reduces to f(t) without
the need to specify what are free and bound variables and capture-avoiding substitution.

To summarize, we can say that, in order to fruitfully represent the language of formal
systems in a form closely related to its intended semantics, it is useful to go beyond the
limits imposed by language descriptions in BNF-style. Indeed the latter approach is too
much “parsing oriented”: there is a great amount of information which is essentially useless
for language processing. First-order abstract syntax is one step towards a representation
of formal systems languages where the structure of a phrase reflects its semantic commit-
ments. However, this approach is not completely satisfactory since it cannot automatically
account for variable binding related mechanisms (e.g. notions of free and bound variables,
a-conversion, capture-avoiding substitution, schemes and their instantiation). Higher-order
abstract syntax encodings instead, allowing one to represent binding operators by means of
constructors of higher-order type, conveniently delegate such machinery to the underlying
metalanguage. Hence the object language can be encoded in an elegant way, being freed
from the many inessential side conditions necessary to avoid name clashes and other issues
involving binding structures.

However, it is well known that the advantages of the HOAS-encoding approach have
a price to pay for. The first drawback is that, being equated to metalanguage variables,
object level variables cannot be defined inductively without introducing exotic terms [DFH95,
Mic97].

A similar difficulty arises with contexts, which are rendered as functional terms. Reason-
ing by induction and definition by recursion on object level terms is therefore problematic.
Ironically, the last drawback is that one looses the possibility of reasoning about the prop-
erties which are delegated to the metalanguage, e.g., substitution and a-equivalence.

In the literature there are several approaches aiming at reconciling HOAS with these is-
sues; they are based on different techniques such as modal types, functor categories, permuta-
tion models of ZF, etc. [DPS96, FPT99, Hof99, GP99, Gab00, Pit0la, MMO01]. The purpose
of this thesis is to investigate another approach in this direction, namely, the so-called Theory
of Contexts originally conceived in [HMSO01b] for metareasoning about a HOAS-encoding of

"Square brackets are used to indicate A-abstraction in the logical framework in order to distinguish it from
A-abstraction in the untyped A-calculus.
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the m-calculus [MPW92]. Following [HMSO01a], we will present the theory in broad generality
as a suitable framework for representing and reasoning about nominal calculi. The latter
are a class of formal systems based upon the central notion of name/variable and featuring
binding mechanisms on the latter, in order to simulate the creation and handling of protected
(private) resources or simply to represent placeholders for something that will eventually be
instantiated at a later time.

Our approach is axiomatic: we add on top of a pre-existing dependent typed A-calculus a
set of natural properties allowing for a smooth treatment of syntactic contexts, giving access
to some of the mechanisms about the handling of names delegated to the metalevel.

Obviously, as for any axiomatic theory, one upmost concern is related to its consistency.
As pointed out by Hofmann [Hof99], in order to prove it we have to resort to a quite com-
plicated construction related to the categorical notion of tripos [HJP80, Pit81]. However, in
this thesis we prefer to carry out the construction at an elementary level, in order to give the
possibility of understanding it even to readers without a deep knowledge of category theory
and in particular to the users of logical frameworks.

As to the completeness of the Theory of Contexts, it is an open problem. So far, we
do not know exactly what is its expressive power. In order to grasp some hints, we have
developed several complex case studies which have revealed it to be very fruitful. Indeed, the
analysis of the proof techniques developed during the abovementioned experiences yielded a
first result towards a better comprehension of the expressiveness of the Theory of Contexts
(Chapter 4 § 4.5.2). More precisely, we derived higher-order induction principles from first-
order ones and the axioms of the Theory of Contexts.

Since the results presented in this thesis have been developed in collaboration with other
researchers, we will briefly recall our main original contributions:

1. the results about the independence and the expressiveness of the axioms of the Theory
of Contexts (see Section 4.5 and Appendix A);

2. all the results appearing in Chapter 5 whose proofs appear in Appendix C (except
Theorem 5.9); the proofs of the Theorems 5.2, 5.6, 5.7, 5.8 (i.e. the consistency of the
categorical model validating the Theory of Contexts) and of the results in Section 5.7.1
(validity of first-order induction);

3. the case studies appearing in Chapter 6.

Structure of the thesis. This thesis consists of seven chapters (including this intro-
duction) and three appendices. We start by reviewing some basic notions about type
theory based logical frameworks in Chapter 2. In particular we focus on CC(CO)Ind(an
extension of CC [CH88, Hue92, Hue94, Tay88] with primitive support for (co)inductive
types [CP90, PM93, Gim94, Wer94|) and its implementation Coq [TCDTO01]. Subsequently,
in Chapter 3, we make a brief survey of the main encoding methodologies in general and of
HOAS-based approaches in particular. Moreover, we will highlight the fundamental issues
arising from the attempt of using HOAS-encodings in inductive settings.

In Chapter 4 we introduce a generalized form of the Theory of Contexts in T, a simple
type theory a la Church [Chu40], featuring (higher-order) induction/recursion principles.
The incompatibility of the Theory of Contexts with the Aziom of Unique Choice (AC!) is
discussed in in Section 4.4. In Section 4.5 we give the results obtained from our case studies
on the independence (Section 4.5.1) and expressiveness (Section 4.5.2) of the axioms of the
Theory of Contexts. Comparisons with the related work on the synthesis of frameworks and
tools for metareasoning about calculi with binders are carried out in Section 4.6.



Chapter 5 is devoted to the construction of the functorial model U for validating the
properties of the Theory of Contexts. In Section 5.9 we compare the idea of Hofmann [Hof99]
(which is the basis of our work for the construction of the model ¢) with [FPT99] and [GP99]
under a categorical viewpoint, trying to highlight the formal links between these papers. All
the material contained in this chapter is taken from [BHH'01].

Chapter 6 describes two complex case studies on the applicability of the Theory of
Contexts, carried out in Coq. The first is about the development of the metatheory of
a-equivalence for the untyped A-calculus. In particular we formally prove that three alter-
native formulations of the notion of a-equivalence are indeed equivalent. The second case
study is a large work on the HOAS-encoding of the Ambient Calculus and of the satisfac-
tion relation of the related Modal Logic introduced in [CGO1]. Once again, the Theory of
Contexts plays a fundamental réle in deriving a set of fresh renaming properties lying at the
heart of the metatheory of the Ambient Calculus.

Final remarks and future work appear in Chapter 7.

Appendix A contains the full Coq code about the derivability of a higher-order induction
principle from usual first-order induction principles and the axioms of the Theory of Contexts
in the specific case of a HOAS-encoding of untyped A-calculus.

Some basic definitions of category theory appear in Appendix B, while in Appendix C we
gathered longer (and tedious) proofs of some results used in the construction of the functorial
model in Chapter 5.



CHAPTER 1. INTRODUCTION



Type Theory-based Logical
Frameworks

In [Chu33] Church proposed a general theory of functions and logic as a foundation for
mathematics. Even if the whole system was proved to be inconsistent in [KR35], the func-
tional part, universally known under the name of A-calculus, became the model of functional
computation [Chu4l]. In the A-calculus there are no types, i.e., every expression can be ap-
plied to every argument (even to itself); whence, it is sometimes called untyped A-calculus.
Indeed, in [Cur34] and [Chu40] two typed versions of the A-calculus are introduced. In the
former document terms are essentially those of untyped A-calculus; then to every term it is
possible to associate a set of possible types (including the empty set), following predefined
rules of type assignment. Hence, systems following such a paradigm are also called systems
of type assignment or typed A-calculi a la Curry. On the other hand, following the paradigm
proposed in [Chu40], we obtain the systems known as typed A-calculi a la Church where
terms are annotated with their corresponding type, i.e., they carry type information with
them; moreover, every term has usually a unique type associated with it (while in systems
of type assignment a term determines a set of possible types).

Type theory-based logical frameworks arise from the Curry-Howard isomorphism® (inde-
pendently introduced in [dB70] and [How80]) which allows one to think of types not only as
partial correctness specifications of programs (terms), but also as propositions. Whence, a
given term can be interpreted as a proof of the proposition associated with its type; it follows
that a proposition is true (i.e, there is a proof of it) if the corresponding type is inhabited.
Moreover, since logical systems can be viewed as calculi for building proofs of a given set of
basic judgments, for those type theories featuring dependent types, it is possible to use the
Judgments-as-types principle [ML85, HHP93], which can be regarded as the metatheoretic
analogue of the Curry-Howard isomorphism, in order to fruitfully use type theories as general
logic programming languages, i.e., a logical framework (LF). This consists of representing ba-
sic judgments with suitable types of the LF; whence proofs are represented by terms whose
type represents in turn the judgment that they prove. Moreover, dependent types allow one
to uniformly extend basic judgment forms to two higher-order forms introduced by Martin-
Lof, namely, the hypothetical (representing consequence) and the schematic (representing

! Also known as propositions-as-types principle.



8 CHAPTER 2. TYPE THEORY-BASED LOGICAL FRAMEWORKS

generality). Hence, all the relevant parts of an inference system can be faithfully represented
in a logical framework: syntactic categories, terms, judgments, axiom and rule schemata etc.

In this chapter we will introduce the basic notions underlying type theory-based logical
frameworks in order to make easier the understanding of the material contained in the rest
of this document.

2.1 Pure Type Systems

Typed A-calculi a la Church can be generally described as Pure Type Systems (PTSs). Such a
formalism emerged from the independent work of Berardi and Terlouw 2. The basic language
of a PTS is that of pseudo-terms:

Definition 2.1 (Pseudo-terms) Let V' be an infinite set of variable symbols, ranged over
by ,y,2, and C' an infinite set of constant symbols, ranged over by c. The set of pseudo-terms
T, ranged over by M, N, A, B, C, is specified by the following grammar:

T M:=z|c|MN | \x:A.M | 1z:A.B,
where the variable x is bound in \x:A.M and I1x:A.B.

Given any pseudo-term M, its set of free variables (denoted by FV(M)) is defined as usual,
keeping in mind that the only binders are the abstraction operator (A) and the dependent
type constructor (II).

Definition 2.2 (Pseudo-environments) Let 7 be a set of pseudo-terms,

e o statement is of the form M : A (where M, A € T ); M is called the subject and A
the predicate of M : A;

e q declaration is of the form x:A (where x € V and A€ T);

e o pseudo-environment® T' is a finite list of declarations where all the subjects are dis-
tinct; pseudo-environments and their domains (sets of subjects occurring in I') are
mductively defined by the following rules:

— the empty environment () is a pseudo-environment (dom({)) =0);

— if ' is a pseudo-environment, x is a variable such that x ¢ dom(T') and A is a
pseudo-term, then (I';x:A) is a pseudo-environment (dom((T',x:A)) = dom(I") U

{z}).

In the following we will write “xi:Ai,...,xn:Ay" instead of “(...((),x1:A1),..., xn:An)".
Moreover, given two pseudo-environments I' and A, we will denote by I' C A the fact that
each statement x:A of I' is also a statement of A. Finally, I'; A stands for the pseudo-
environment obtained appending the list of statements of A to that of .

Definition 2.3 Let T be a set of pseudo-terms, the specification of a PTS is a triple
(S, A, R), where:

2Both were approaching the problem of finding a method to generate all the systems of the A-cube [Bar92].

3In this document we prefer to use the expression environment instead of the more traditional context in
order to avoid confusion, because the latter will be used in subsequent chapters to denote syntactic contexts,
i.e., terms with holes.
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1. General axioms and rules:

(Axiom) (YFecs (c:s)e A
I'HA:s
(Start rule) mﬁ? € I

'FM:A T'FB:s

I'x:BFM:A

'M:(Ilz: AB) TEN:A
T+ MN : B[N/

Nx:AFM:B T'F((Ilz: AB):s
F'(A\z:AM): (Ilx: A.B)

'M:A T'FB':s B=gB

'EM:B

(Weakening rule)

gl

(Application rule)

(Abstraction rule)

(Conversion rule)

2. Specific rules:

'FA:s1 Ix:AFB:s9
'+ (Ilx: A.B) : s3

(s1, 82, s3) rule where (s1,s2,53) € R

Figure 2.1: Typing axioms and rules.

1. S is a subset of C (elements of S are called sorts);
2. A is a set of axioms of the form c: s (where c € C and s € S);

3. R is a set of rules of the form (si,s2,s3) (where s1, s2, s3 € S); in the case that
S9 = s3 we simply write (s1, $2) instead of (s1, $2,83).

As usual, in the following, we will denote by — g3 the relation of (one-step) [-reduction
and by =g the corresponding equivalence, also known as 3-conversion.

The next step is to define the PTS (with (-conversion) determined by a specification
(S, A, R):

Definition 2.4 A specification (S, A, R) determines a PTS (with [3-conversion), denoted
by AS = XS, A, R). The latter is a typed \-calculus & la Church whose typing judgment
is a triple (I, M, A), written I' = M : A, where I" is a pseudo-environment and M, A are
pseudo-terms. If ' M : A is derivable by means of the rules in Figure 2.1, I' is said to be
a (legal) environment and M, A are (legal) terms.

A PTS is called singly sorted if:

1. (¢:s1), (c:s2) € A implies s1 = so;
2. (s1,s2,53), (s1,52,53) € R, implies s3 = sj.
In the literature there are also Pure Type Systems with (n-conversion, where some care

has to be taken in defining the rules of the equality judgment, otherwise one looses the
Church-Rosser property (see [HHP93] for example):
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Theorem 2.1 (Church-Rosser property) If M —7 M'"* and M —% M", then there
exists N such that M —% N and M" —75 N.

Since their introduction, PTSs have been deeply investigated; for the sake of completeness
we recall here some of their main properties (the interested reader is referred to [Bar92,
Geu93)):

Free variable lemma. Let I' - M:A, then FV(M)U FV(A) C dom(T).
Transitivity lemma. If T' is a legal context such that ' - z;:4; (1 < i < n), A £
x1:A1,... A, and A+ A:B, then I' - A:B.

Substitution lemma. If I', 2:A, A+ B:C and I' - D:A, then I', A[D /x| F B[C/z]:C[D/x].

Thinning lemma. Let I' and A be two legal environments such that ' C A and I' - A: B,

then A+ A:B.
Generation lemma. 1. I' - ¢:C implies that there exists s € S such that C' =5 s and
(c:s) € A;
2. I' F 2:C implies that there exist s € S and B such that B =g C, I' - B:s and
(x:B) € Ty

3. I' F (Ilz:A.B):C implies that there exists (si,s2,s3) € R such that I' - A:sq,
[ 2:AF B:sy and C =4 s3;

4. I'+ (Ax:A.M):C implies that there exist s € S and B such that I' - (Ilz:A.B):s,
I'x:AF M:B and C =g (Ilz:A.B);

5. ' F (MN):C implies that there exist A and B such that I' = M:(Ilz:A.B),
' N:A and C =g B[N/z].

Subject Reduction theorem. If I' - M:A and M —5 N, then I' - N:A.

Condensing lemma. If ' z:A) A+ M:Band x ¢ FV(A)UFV(M)UFV(B), then ', A -
M:B.

Uniqueness of type for singly sorted PTSs. If a PTS is singly sorted, I' - M:A and
I'= M:B, then A =3 B.

We have seen that rules in a PTS specification have the form (s1, s, s3); in the particular
case when & = {%,[0} (called respectively the sort of terms and the sort of types) and all
the rules in R have the form (si,s2,s2) (whence, they can be simply written as (s1,s2)),
we obtain all the systems of the so-called \-cube (see Figure 2.2) by choosing which among
all the possible rules are allowed for a particular system. Such combinations are listed in
Table 2.1.

As we can see all the systems have the basic rule (x,*) which allows one to abstract
terms over terms. More sophisticated levels of abstraction can be reached by adding some of
the other rules, e.g., all the systems on the upper face of the A-cube feature the rule (OJ, )
allowing one to derive impredicative types, like TIA: x .(A — A)>:

() k0O () F*0O
() =0 Ak b Aix Ak b Aix
Asx = Ak A o AF Ax
() F 0O AxF (A — A):x

O F (ITA: % (A — A)):x
“‘By —5 we denote the reflexive and transitive closure of — .
®In general, A — B is an abbreviation for Ilz : A.B when x does not occur in B.
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/)\w /)\C
A2 AP2
Aw APw
A— AP
Figure 2.2: The A-cube.
] System ‘ Set of rules
A — (5, )
A2 (x,%) (O, %)
AP (%, %) (x,0)
AP2 (x,%) (O,%) (x,0)
Aw (%, *) (0, 0)
Aw (x,%) (O, %) (0,0)
APw (, %) (x0) (O,0)
AC (x,%x) (O,%) (x,0) (O,0)

Table 2.1: Rules for the systems of the A-cube.

The expression impredicative type is justified in this case for the following reasons:

1. TTA: x .(A — A), being a cartesian product of types, is indeed a type ((ILA: x .(A —
A)) %)

2. however, since the product is over all the possible types, it includes ITA: x .(A — A)
which is in the process of being defined, whence the impredicativity of the definition.

The structure of the A-cube is very useful since it allows one to understand at a glance the
expressive power of each PTS labeling one of its vertices. For instance, the PTS AC at the
top right vertex is the only one featuring all the possible rules; hence it represents the most
general type theory. In the literature A\C is also known as the Calculus of Constructions (CC)
(introduced by Coquand and Huet in [CHS88]); other well-known systems related to those
of the A-cube are the simply typed A-calculus [Chu40] corresponding to A —, the System
F introduced in [Gir72] and corresponding to A2, and the Edinburgh Logical Framework
corresponding to AP [HHP93].

The most interesting property enjoyed by the systems of the A-cube is the strong nor-
malization.

Definition 2.5 Let AS be a PTS, then AS is strongly normalizing (AS | = SN ) if T+ M:A
implies that both M and A are strongly normalizing (SN(M) and SN(A)), i.e., there are
no infinite B-reductions starting from M, A.
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As anticipated, we have the following theorem:

Theorem 2.2 (Strong normalization for the A-cube) For every system in the \-cube,
the following hold:

1. if '+ M:A, then SN(M) and SN(A);
2. TFM:A and T £ x1:A1, ..., 2,: A, imply SN(4;) for 1 <i <n.

Strong normalization and the Church-Rosser property entail the decidability of type checking:
to test if U =g V, reduce both to their unique normal forms and check if they are identical
up to some renamings of the bound names (i.e., up to a-equivalence). This is the most
desirable property of a type theory-based logical framework since it allows one to implement
an automatized proof-checker. Indeed, by the Curry-Howard isomorphism, proof-checking
(that is, verifying that a given proof is indeed a proof of a given proposition) reduces to type
checking (that is, verifying that the term corresponding to the given proof inhabits the type
corresponding to the given proposition).

2.2 The Calculus of (Co)Inductive Constructions (CC(C)nd)

In this section we will take a closer look at a particular logical framework, namely, the
Calculus of (Co)Inductive Constructions (CC(CO)Ind ), an impredicative intuitionistic type
theory which extends the original CC [CH88, Hue92, Hue94, Tay88] with primitive support
for (co)inductive types (see [CP90, PM93, Gim94, Wer94]).

2.2.1 CCCInd 55 54 PTS

The specification of CC(Colnd 4 5 PTS is actually more complicated w.r.t. the one of CC.

Indeed, CCCOM features two basic sorts, namely, Prop and Set; the former is intended
to be the type of logical propositions, predicates or judgments, while the latter is supposed
to be the type of datatypes (e.g., natural numbers, lists, trees etc.). Since also Prop and
Set can be manipulated as ordinary terms, they must have a type. However, in order to
avoid the well known Girard’s paradox, it is not possible to assume that these sorts are
inhabited by themselves; hence CC(Co)ind provides an infinite hierarchy of universes denoted
by Type(i) for any natural i. The hierarchy is such that Prop:Type(0), Set:Type(0) and
Type(i) :Type(i + 1). Summarizing, we have the following PTS-specification for CC(Co)nd;

e S = {Prop,Set} U {Type(i) | i € N}
e AL {Prop : Type(0), Set : Type(0)} U {Type(i) : Type(i + 1) | i € N}
e R = {Prop,Set}* U{(Type(i), Type(j), Type(k)) | i,j, k € N,i,j < k}

2.2.2 (Co)Inductive definitions

The most appealing feature of CC(Colnd jg the possibility of defining types inductively; for

instance one can introduce a new inhabitant of Set by declaring that it is the least set closed
under the application of a given family of constructors. Since inductive definitions are pos-
sible in any extension of the (second order) PTS A2 by means of higher-order impredicative
quantifications, one could conjecture that the abovementioned feature of CC(@)Ind 55 indeed
superfluous. However, as remarked in [CP90], impredicative inductive types have two major
drawbacks:
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1. the impossibility of proving the induction principle;

2. when recursive definitions are called for, the conversion rule for natural numbers yielded
by an impredicative definition is rec(x, f)(S(n)) = f(¢(n),rec(z, f)(n)) instead of the
expected rec(z, f)(S(n)) = f(n,rec(x, f)(n)) (where ¢ is a term such that ¢(0) = 0
and ¢(S(n)) = S(¢p(n))). It follows that, since ¢(n) and n are intensionally equal, but
not convertible, programs (terms) containing expressions like ¢*(n) are inefficient since
the reduction of ¢*(S(n)) to S(¢*(n)) requires k steps.

Coquand and Paulin-Mohring introduced in [CP90, PM93] a solution of this problem by
extending the language of pseudo-terms of CC with special constants representing the defi-
nition, introduction and elimination of inductive types:

T M = ... | Ind(z:A){A1|...|An} | Constr(i, A) | E1im(M, A){M;] ... |M,}

where ¢ ranges over natural numbers. The informal meaning of the new pseudo-term con-
structors is the following:

e Ind(z:A){A1]...|A,} represents an inductive type (denoted by z) of sort A whose
constructors are given by Aq, ..., Ap;

e if I £ Ind(z:A){A]...|A,}, then Constr(i,I) has type A; and represents the i-th
constructor of the latter;

o Elim(M, A){M,|...|M,} is a term defined by induction/recursion over a term M be-
longing to an inductively defined type, where My, ..., M, are the n branches corre-
sponding to the constructors of the latter.

Extending the language with new constructors requires to extend the typing system and the
rules stating the equivalence of terms as well. Moreover, a new term reduction rule, called
t-reduction, is needed in order to represent the computational content of inductive types (i.e.,
a way for performing computations with recursively defined functions is needed).

The same approach has been adopted by Giménez in [Gim94] in order to provide a better
support for coinductive types® w.r.t. the classical approach of representing them by means
of higher-order impredicative quantifications. Hence, the language of pseudo-terms has been
further extended with new constructors”:

e CoInd(x:A){Ai|...|A,} represents a coinductive type (denoted by x) of sort A whose
constructors are given by Aj, ..., Ap;

o if I 2 CoInd(z:A){Aq|...|A}, then Constr(i, ) has type A; and represents the i-th
constructor of the latter (this is not a new constructor, but simply an extension of
Constr to coinductive types);

e CoFix f:A := M where f may occur in M (under certain conditions briefly discussed
below) represents a way of defining a new coinductive object denoted by f through a
“circular” equation (in [Gim94] it is illustrated how to encode such equations by means
of more “conventional” corecursion rules). It is important to notice that the aim of the
constructor CoFix is to generate elements of a coinductive type (instead of eliminating
them).

8Coinductive types can be thought of as sets whose elements may be potentially infinite (circular) like,
e.g., streams (i.e., infinite sequences) of natural numbers.

"The notation used in [Gim94] is slightly different from that in [PM93]; here we prefer to unify them in
order to highlight the duality between inductive and coinductive types.
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Like in the case of inductive types, the new constructors require extensions to the typing
system and to the equivalence rules. Moreover, (-reductions must be carefully extended to
take into account also a new form of redex involving coinductive objects defined by means of
the CoFix constructor. The logic underlying the systems of the A-cube is constructive, while
infinite objects are non constructive, i.e., they cannot be represented effectively. However,
it is sometimes possible to represent the process generating infinite objects if such a process
is effective. This is the reason that allows us to say that coinductive types allow one to
represent potentially infinite objects: defining equations built with the CoFix constructor
can thus be viewed as generation rules of infinite terms. It follows that, in order to compute
with coinductive types, we must allow one to unfold® such equations in order to yield some
information that can be subsequently used to, e.g., build a term. However, allowing the
unfolding of coinductive definitions without restrictions means loosing strong normalization
and, as a consequence, loosing the decidability of type checking. In order to avoid this,
Giménez in [Gim94] imposes that unfolding of coinductive definitions can happen only in a
lazy way, i.e., when they are the argument of a case analysis constructor®.

Since the CoFix constructor does not impose any constraint on M in CoFix f:A :=
M, it would be possible to introduce definitions like CoFix f:A := f which would yield
non-normalizing terms even if reductions of coinductive definitions are allowed only in case
analysis statements. In order to avoid this problem CoFix-definitions must satisfy a guarded-
by-constructors condition'® which is a syntactic criterion derived from the Guarded Induction
Principle (introduced in [Coq93]). Without entering into the details, the intuition behind
such a criterion is that a legal defining equation of a coinductive object must yield at every
reduction step some computational content. For instance, in the case of a CoFix equation
defining a stream of naturals, at every reduction step a new piece of the stream must be
generated, i.e., it must be possible to obtain an arbitrarily long (although finite) prefix of the
stream with a finite number of reductions. Thus definitions like CoFix f:A := f are rejected
by the system. This leads to the previously mentioned idea of representing the processes
generating infinite objects, provided they are effective.

The extended grammar defining the language of pseudo-terms allows for arbitrary dec-
larations of (co)inductive types. Some of them can easily lead to inconsistencies (i.e., to
inhabit the void type'! corresponding to the absurdity). To ensure the soundness of recur-
sive type declarations (both inductive and coinductive ones) the constructors must satisfy
some conditions, i.e., they must be forms of constructor w.r.t. the new defined type. Keep-
ing in mind that in CC(C2Md A7 N is written (M N) and Ilz:M.N is written (z:M)N, these
conditions are formally expressed in the following way (where #:M is an abbreviated notation
for z1:Mq, ..., z,: M, and |]\Z/] stands for the length of M)

Definition 2.6 The variable X occurs strictly positively in the term P if P = (fM)(X]\—f)
and X does not occur free in M; Vi € |M|, nor in N; Vj € |N|.

8By unfolding an equation of the form CoFix f:A := M, we mean the operation of substituting it for the
free occurrences of f in the body M (M][(CoFix f:A:= M)/ f]).

9Since this thesis does not aim to study coinductive types, we do not insist further on this topic and we
refer the interested reader to [Gim94, Gim96]

ORoughly, the guarded-by-constructors condition amounts to ensure that the occurrences of f in M must
be guarded (i.e., they must be preceded) by a constructor of the corresponding coinductive type.

"The void type is defined as | £ Ind(z:Prop){}; the corresponding non-dependent elimination principle
is (P:Propl — P) saying that from L we can derive any proposition.
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Definition 2.7 Let X be a variable. The terms which are a form of constructor w.r.t. X
are generated by the syntax:

Co:=(X N) | P— Co| (:M)Co

with the following restrictions for X: it does not occur free in N; Vi € |N|, it 1s strictly
positive in P, and it does not occur free in M.

2.3 The proof assistant Coq

The Coq system [TCDTO01] is a proof assistant whose underlying metalanguage is C((Co)ind

It is the result of over ten years of research at INRIA!2,

In 1984, Coquand and Huet wrote the first implementation of the Calculus of Construc-
tions in CAML (a functional language belonging to the ML family and developed at INRIA).
The core of the system was a proof-checker, known as Constructive Engine, which allowed
the declaration of axioms and parameters, the definition of mathematical types and objects
and the explicit construction of proof-objects represented as A-terms. Then, a section mech-
anism, called the Mathematical Vernacular, allowing one to develop mathematical theories
in a hierarchical way was added. At the same time an interactive theorem prover executing
tactics written in CAML was implemented; by means of this tool proofs could be built pro-
gressively in a top-down style, generating subgoals and backtracking when needed. Moreover,
the basic set of tactics could be extended by the user.

With the introduction of inductive types by Paulin-Mohring, a new set of tactics allowing
one to carry out proofs by induction was added. The implementation of a module for
compiling programs extracted from proofs in CAML is due to Werner. Starting from version
V5.10 the Coq system supports coinductive types as well, implementing a powerful tactic
Cofix which allows the user to interactively build proof involving coinductive predicates in
a natural way, without having to exhibit a priori a bisimulation like it is usually done with
“pencil and paper”.

The essential features of the system are:

1. a logic metalanguage allowing one to represent formal systems;

2. a powerful proof engine assisting the user in the task of formally reasoning about the
encoded systems;

3. a program extractor yielding functional programs from constructive proofs.

Since program extraction is not a topic of this thesis, we will only provide a brief introduction
to the first two features in order to make more readable the material contained in Chapter 6,
where we will illustrate two case studies developed in Coq(for a full and detailed introduction
to the system the reader is referred to [TCDTO01)).

The proof engine allows one to interactively develop distinct partial proofs in parallel;
indeed, the structure of proof-trees is a combined representation of CC(Cond trees and of
abstract syntax trees of tactic scripts, allowing one to explore proofs at various levels of
detail. Other interesting features are:

e the possibility of programming new tactics,

21nstitut National de Recherche en Informatique et Automatique
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a file system service allowing the separate compilation of modules yielding image files
that can be loaded quickly without being processed again by the system,

e pretty printing services,
e recursive and mutually recursive definitions,
e completely automatized inversion tactics for (co)inductive types,

e powerful tactics, e.g., Omega allows one to automatically solve formulae of Presburger
arithmetic,

e native support for coinductive types and coinductive proofs.

2.3.1 Terms, types and sorts

In the previous sections we have seen that a fundamental features of type theories is that
they allow one to manipulate only two categories of objects: terms and types. The latter
specify the classes the former can belong to; every object must belong to a type. In CC(Co)nd
(the underlying metalanguage of Coq) there are no syntactic distinctions between terms and
types since they can be defined in a mutual way and similar constructions can be applied to
both categories. Hence, also the types of Coq must have a type: this is the reason for the
introduction of sorts which are constants of the system. In Section 2.2.1 we introduced the
sorts of CCC)Md which are infinitely many in order to avoid Girard’s paradox. However,
in Coq the user does not have to worry about the indexes ¢ of Type(i), since the latter are
automatically handled by the system. Hence, from the user’s viewpoint we have Prop: Type,
Set:Type and Type:Type.

2.3.2 The Gallina specification language

In this section we will briefly recall the specification language of Coq, called Gallina, which
allows one to develop mathematical theories handling axioms, hypotheses, parameters, con-
stants definitions, functions, predicates and so on. The usual operations of typed A-calculi
are rendered in Gallina as follows:

e \r: M.N is written [x:M]N,
e (MN) is written (M N) (the application is left associative),
e M — N is written M -> N,

o Il is written (x:M)N.

Declarations

The system waits for user’s commands by means of a prompt (Coq <); it is possible to
enrich the current environment through the commands Variable, Hypothesis, Axiom and
Parameter'? (the use of Axiom and Hypothesis is recommended for logical entities, while
in the remaining cases Variable and Parameter should be used). For instance, declaring
a variable ranging over natural numbers (a predefined type in Coq) can be done with the
following command:

3When a section is closed, the objects declared by means of the first two commands are automatically
discharged.
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Coq < Variable n:nat.

The system communicates that the operation has been carried out successfully by emitting
the following message:

n is assumed

The Check command allows one to control the type of a previously declared variable:
Check n.

and in the case of the previous declaration we obtain:

n:nat

Definitions

Definitions differ from declarations in the sense that the former associate a name to a term
correctly typable in the current environment, while the latter associate a type to a name. It
follows that the name of a defined object can be replaced at any time by the body of the
corresponding definition (this is commonly known as §-reduction). The general form of a
definition is the following:

Definition ident := term.

The command Print applied to the name of a defined object yields the body of the definition
and its type.
Inductive types are introduced as follows:

Inductive ident : term :=identy : termy | ... | ident, : term,,.
ident is the name of the new object, term is its type and the identifiers identy, ..., ident,
(whose types are, respectively, termy, ..., term,) represent its constructors. As we noticed

in Section 2.2.2, inductive definition must satisfy some syntactic conditions in order to avoid
inconsistencies (see Definition 2.7).
For instance the set of natural numbers can be introduced as follows:

Coq < Inductive nat : Set := 0 : nat | S : nat -> nat.
nat_ind is defined

nat_rec is defined

nat_rect is defined

nat is defined

The Coq system automatically generates eliminations principles for the new inductive type:
nat_ind is associated to the sort Prop, nat_rec to the sort Set and nat_rect to the sort
Type. The first elimination scheme represents the well known Peano’s induction principle:

Coq < Check nat_ind.
nat_ind :
(P:nat->Prop) (P 0)->((n:nat) (P n)->(P (S n)))->(n:nat) (P n)

On the other hand, nat_rec encodes primitive recursion on natural numbers.
In an analogous way it is possible to define new coinductive types:

CoInductive ident : term :=identy : termq | ... | ident, : term,,.

As for inductive definitions the constructors types must satisfy the constraints of Defini-
tion 2.7. Obviously, in this case no elimination schemes are yielded by the systems.

In both cases (inductive and coinductive) it is possible to introduce parametric and
mutual definitions. For further details the reader can refer to [TCDTO1].



18 CHAPTER 2. TYPE THEORY-BASED LOGICAL FRAMEWORKS

Case expressions

A case expression is a destructive operation whose underlying idea is taking a term m
belonging to a recursive type I (inductive or coinductive) and building a term of type (P m)
(depending on m) by cases. The syntax is the following:

< term > Case term of termsy---term, end
—_———

n expressions

The preceding term, in the case that m = (¢; t1 - - - tp), reduces to (term; ty---tp).

Fixpoint and CoFixpoint

Fixed point definitions on inductive objects can be introduced as follows:
Fixpoint ident[ident; : term] : termg := terms.

The intuitive semantics of the previous definitions is that ident represents a recursive func-
tion with argument ident; of type term; (must be inductive) such that (ident ident;) is
equivalent to termg of type termso. Hence, the type of ident is (ident; : term;y)terms. Ob-
viously, fixed point definitions must satisfy some syntactic constraints in order to ensure
that the defined function always terminates. More precisely, the constraints amount to the
structurally smaller calls principle, i.e, the recursive calls of the function must apply proper
subterms of the recursive argument. Moreover, in order to preserve strong normalization,
fixed point definitions can reduce only when the recursive argument is a term beginning with
a constructor. Fixed point definitions can also be parametric, mutually defined and defined
by pattern matching (for more details, the reader can refer to [TCDTO1]).

The Gallina specification language also allows one to build infinite objects by means of
the CoFixpoint command, implementing the CoFix constructor of CcC(©nd introduced in
Section 2.2.2. The syntax is analogous to that of the Fixpoint command, while the associ-
ated reduction rule is lazily defined in order to preserve the strong normalization property
of the system as we briefly recalled in Section 2.2.2.

The proof editing mode

When Coq enters the so-called proof editing mode, the system prompt changes from Coq
< to ident <, where ident is the name of the theorem one wants to prove. Besides the
commands briefly recalled so far, other specific commands are available in proof editing
mode. At any instant the proof context is represented by a set of subgoals to prove (initially
this set contains only the theorem) and by a set of hypothesis (initially the list is empty).
Both sets are manipulated and modified through tactics; when the proof development is
completed (i.e., when the set of subgoals is empty), the system notifies the user with the
message Subtree proved! and the command Qed (or Save) is made available in order to
store the proof in the current environment for later use in subsequent theorems.
The commands starting the proof editing mode are the following:

e Goal term. In this case term and the associated name is Unnamed_thm.

e Theorem ident : term. This command has the same effect of Goal, with the exception
of naming the current goal ident (other variants are Lemma, Remark and Fact).



2.3. THE PROOF ASSISTANT COQ 19

Predefined logic objects

As outlined before, terms having as sort Prop represent propositions, while predicates are
rendered by means of dependent types and, when applied to the right arguments, yield propo-
sitions. In Cogq, like in traditional logics, both propositions and predicates can be combined
together in order build other propositions and predicates by means of logic connectives. The
most commonly used are rendered as follows in Coq:

e The true constant is denoted by True and it is inductively defined by the non-dependent
type which is always inhabited:

Coq < Inductive True : Prop := I : True.

e The false constant is denoted by False and is defined by the empty inductive type
(i.e., the type with no inhabitants):

Coq < Inductive False : Prop := .

e The negation of a proposition in intuitionistic logic is equivalent to say that we can
derive the absurdity from it:

Coq < Definition not := [A:Prop] A -> False.
e The logic conjunction is denoted by A /\ B and is defined by:

Coq < Inductive and [A,B:Prop] : Prop
Coq < := conj : A ->B -> A /\ B.

e The logic disjunction is denoted by A\/B and is defined by:

Coq < Inductive or [A,B:Prop] : Prop
Coq < := or_introl : A -> A \/ B
Coq < | or_intror : B -> A \/ B.

e The logic implication between proposition is rendered through the non dependent type
constructor —>.

e Universal quantification on a predicate P is rendered by means of dependent types. For
instance the formula Vx € A.P(x) is encoded by (x:A)P.

e Existential quantification is inductively defined as follows:

Coq < Inductive ex [A:Set;P:A->Prop] : Prop
Coq < := ex_intro : (x:A)(P x) -> (ex A P).

It is worth noticing that the definitions of implication and universal quantification are a
direct consequence of the Curry-Howard isomorphism.
Equality is also inductively defined:

Coq < Inductive eq [A:Set;x:A] : A->Prop
Coq < := refl_equal : (eq A x x).

Usually (eq 7 x y) is written x=y in Coq. The abovementioned definition is due to Christine

Paulin-Mohring and amounts to the least reflexive relation'4.

1474 is formally provable that the given definition of equality coincides with Leibniz definition of equality,
stating that two object are equal if and only if they satisfy the same properties. Hence, the equality of Coq
is often referred to as Leibniz equivalence.
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Proof tactics

Generally, an inference rule represents a link between a conclusion and one or more premises:
this characterization allows one to read it in two different ways. The former amounts to
the classical forward reasoning and consists of assuming the premises in order to derive
the conclusion. The second interpretation is less immediate, but more useful in the field of
computer assisted proof development; indeed, the so-called backward reasoning proceeds from
the conclusion to the premises, starting from the idea that in order to prove the conclusion,
it is first necessary to derive the premises. Coq tactics work in this way, replacing the current
goal (the conclusion) with one or more subgoals (the premises). So doing, the proof tree is
progressively built starting from the root and the subgoals obtained by the application of a
given tactic represent the roots of the related subtrees. The proof of a subgoal happens by
means of axioms, hypothesis of the current proof environment or previously proved results.
The Coq system provides a great number of tactics which can be grouped as follows:

1. Exact tactics:

e Exact term: this tactic can be applied to any goal; if T is the current goal and p
is a term of type U, then Exact p succeeds if and only if T and U are convertible

types.

e Assumption: another tactic applicable to any goal: it automatically searches in
the current proof environment if there is a hypothesis whose type coincides with
the current goal.

2. Basic tactics:

e Intro: it can be applied to any goal having the form of a product; in the case
that the latter is a dependent type (x:T)U, the effect of the tactic is to add to the
current proof environment the hypothesis x: T or xn: T, with xn fresh in the case x
is already present. On the other hand if the goal is a non-dependent product T->U,
the tactic will introduce in the current proof environment a hypothesis of type T
(if a hypothesis name is not supplied by the user, it will be automatically chosen
by Coq). The variant Intros repeats the tactics Intro as much as possible.

e Apply term: when applied to any goal, this tactic tries to unify the current goal
with the conclusion of the type of term, where the latter is a term well formed
in the current environment. If the unification succeeds, then the tactic yields
as many subgoals as the instantiations of the premises of the type of term. An
extensively used variant is Apply term with term; - - - termy, which allows one to
instantiate all the premises of the type of term which are not deducible from the
unification.

e Cut term: this tactic is very useful in the proof development; it can be applied to
any goal and allows one to prove the current goal T as a consequence of U; indeed
Cut U replaces T with two subgoals, namely, U->T and U.

3. Introduction tactics:

e Constructor i: if the head of the conclusion of the current goal is an inductive
constant I, it is possible to apply the tactic Constructor i (where i is a number
less or equal to the number of constructors of I) whose effect is the same of the
sequence Intros; Apply ci (where ci is the i-th constructor of I).
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4. Elimination tactics: these tactics are specialized for proofs by induction and case anal-
ysis.

e Elim term: this tactic can be applied to any goal under the condition that the
type of term is an inductive constant; then, depending on the type of the goal, it
applies the appropriate destructor. Like in the case of the Apply tactic, there is a
variant allowing the user to specify the values for the dependent premises of the
elimination scheme which cannot be deduced by the matching operation. (Elim
term with termy - - - termy,).

e Case term: the tactic can be applied in order to carry out a proof by case analysis;
hence, the type of term must be inductive or coinductive.

5. Inversion tactics: when the current proof involves (co)inductive predicates, it is very
common to fall into one of the following cases:

e in the proof environment there is an inconsistent instance of a (co)inductive pred-
icate; hence, the current goal can be proved by absurdity;

e in the proof environment there is an instance (I ) of a (co)inductive predicate T
and we want to derive, for each constructor ¢; of I, all the necessary conditions
that should hold for (I ) to be proved by ¢;.

Generally, given an instance (I t;---t,) of a (co)inductive predicate, the derivation
of the necessary conditions such that (I t;---t,) holds is called inversion. Inversion
tactics can be classified in three categories:

(a) tactics inverting an instance of a (co)inductive predicate without storing in the
current environment the inversion lemma: Inversion, Simple Inversion and
Inversion_clear;

(b) tactics generating and storing in the current environment the inversion lemma
used to invert an instance of a (co)inductive predicate: Derive Inversion and
Derive Inversion_clear;

(c) tactics inverting an instance of a (co)inductive predicate using an already defined
inversion lemma: Use Inversion.
6. Conversion tactics:
e Change term: it can be applied to any goal; Change U replaces the current goal
T with U if and only if U is legal and T and U are convertible.

e Simpl: if T is the current goal, this tactic first applies the [i-reductions, then
unfolds transparent constants'® and finally applies again Bt-reductions until pos-
sible.

e Unfold ident: this tactic replaces all the occurrences of the transparent constant
ident with the body of the corresponding definition in the current goal (this
process is also called d-reduction).

7. Automatic tactics:

'5Constants become non-transparent by applying the Opaque command.
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e Auto: this tactic uses a Prolog-like resolution in the sense that it first tries the
tactic Assumption, then if the latter fails it applies the tactic Intro until the
current goal is an atomic one (adding the generated hypotheses as hints); then it
tries each of the tactics associated to the head symbol of the goal starting from
those with lower costs. The whole process is recursively applied to the generated
subgoals.

e Trivial: this is a variant of Auto which is not recursive and tries only hints
whose cost is zero (see below the Hint command).

Auto and Trivial use hints organized in several databases in order to automatically
solve the current goal. Each database maps head symbols o hints list (consisting in a
collection of tactics); each hint has a cost!® and a pattern and Auto use it if the con-
clusion of the current goal match its pattern. In the case that several distinct hints are
applicable at the same time, the ones with lower costs are tried first. Such a list can be
extended by the user using the command Hint name: database:=hint_definition,
where hint_definition can be any of the following:

e Resolve term: depending on whether the type of term is a product or not, the
tactic Apply term or Exact term is added to the hint list associated with the head
symbol of the type of term in the specified database.

e Immediate term: the tactic Apply term; Trivial is added to the hint list asso-
ciated with the head symbol of the type of term in the specified database.

e Constructors ident: if ident is an inductive type, then all its constructors are
added as hints of type Resolve.

e Unfold ident: the tactic Unfold ident is added to the hints list that will be used
only in the case that the head constant of the current goal is ident itself.

e Extern num pattern tactic: this command allows one to add an arbitrary tactic
to a hint list by specifying the cost (num), the pattern and the tactic to apply.

Obviously, we have not covered the whole set of tactics provided by Coq (e.g. we have
not mentioned coinductive tactics, since the case studies presented in Chapter 6 do not use
them), but we hope to have given an idea of how the proof development with this system
can be carried out. We conclude this section by recalling that tactics can be combined by
means of some operators:

Do num tac repeats num times the tactic tac;

tacy;tacy applies the tactic tacy to each of the subgoals generated by tac; (we already
encountered this operator in the previous list);

tac; [taci|--- |tac,] applies the tactic tac; to the i-th subgoal generated by tac;

Try tac allows one to apply the tactic tac without considering the eventual failure of
the latter.

'6Given by the number of subgoals generated by the corresponding tactic.



Encoding methodology

Using a type theory based logical framework as a specification language for representing
formal systems requires, as a first step, to choose an encoding methodology. Indeed, object
languages typically consist of two components:

e the syntax, i.e., the syntactic categories like, e.g., names/variables, terms etc.

e the semantics which is formulated by a series of judgments over syntactic entities, e.g,
labeled transition systems for process algebras, the S-reduction of A-calculus, satisfac-
tion and validity relations for the first-order logic etc.

In order to faithfully represent an object language, both components must be encoded. In
this chapter we will illustrate the possible approaches, focusing in particular on the Higher-
Order Abstract Syntax (HOAS) approach and the judgments-as-types principle. The notions
we are going to recall are applicable to any logical framework having at least the expressive
power of the Edinburgh LF [HHP93]| (except of course when we speak of inductive definitions:
in this case the reference framework we consider is CC(CO)Ind).

3.1 Representing expressions

The general approach in representing the syntax of an object language is to introduce an
LF type for each syntactic category and to declare a constant for each expression-forming
construct of the object language. The collection of types and constants introduced in this
way is called the signature of the object language. This approach allows one to establish
a bijective correspondence between the syntactic entities of the object language and the so
called canonical forms of the corresponding type in the LF. Since the systems of the A-cube
are strongly normalizing (see the previous chapter), they provide a notion of normal form
(i.e., a term that cannot be further reduced). Canonical forms, w.r.t. a typing environment
and a signature, are a stronger notion corresponding to long #n-normal forms, i.e., to normal
forms where each constant and variable occurrence is fully applied' w.r.t. the given typing

'Without entering into the details of the formal definition [HHP93], an occurrence of a constant or variable
¢ is fully applied in a legal term M w.r.t. a typing environment I" and a signature X if and only if it is of
the form €M, --- M,,, where n is the arity of £&. The arity of a kind or type is the number of I in the
prefix of its normal form; the arity of a constant occurrence in a signature is the arity of its type in that
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61}( : AX —>th (59( . th —>AX
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&Ar.M) £ (lam )\:L‘:tm.e%x(M)) 5% ((lam M)) = )\:U.(Sé\(@(Mac)

Figure 3.1: Encoding and decodings maps for untyped A-calculus.

environment and signature. The abovementioned bijective correspondence is given in terms
on an encoding map € and a decoding map ¢ and is usually required to be compositional
(i.e., it must commute with substitution).

3.1.1 Higher-Order Abstract Syntax (HOAS)

If the object language features binding operators, it is possible to represent them by means
of constants whose type is functional. Thus, binders are rendered by the binder of the
underlying metalanguage of the LF (i.e., the A-abstraction operator). This approach allows
one to represent variables of the object language by metavariables of the LF of a suitable
type. Hence, the related machinery of a-conversion and capture-avoiding substitution are
shifted to the metalevel, freeing the user from an explicit implementation.

For instance, in the case of untyped A-calculus, the syntax is defined by the following
grammar (there are two syntactic categories: variables V, ranged over by z,vy,z,..., and
terms A):

A M,N :=x| MN | Ae. M

Since there is a binder in the object language (denoted by a bold A to distinguish it from the
A-operator of the logical framework), the corresponding HOAS-signature is the following;:

YA = {tm*, app:tm — tm — tm, lam:(tm — tm) — tm}

Given X = {z1,...,x,} C V finite, we denote by Ay the set {M € A | fv(M) C X} (where
fv(M) denotes free variables of M, as usual) and by tmx the canonical forms of type tm
such that I'x Fy, M:itm holds? (where I'x = x1:tm, ..., xz,:itm). As we can see from the
encoding and decoding maps in Figure 3.1 (it is assumed that in the clauses involving A and
lam x is chosen to be fresh, i.e., x ¢ X; moreover, X, x is a compact notation for X U {z}),
the abstraction constructor of the object language is represented by the constant lam taking
functions from tm to tm as arguments. This allows one to represent variables of untyped A-
calculus with metavariables of the LF of type tm. As anticipated, the HOAS-based approach
allows one to automatically delegate to the metalanguage the mechanisms of a-conversion
and capture-avoiding substitution. For instance, in the case of A-calculus we have:

a-conversion : the terms (lam Az.M) and (lam \y.M{y/x}) (where y is a fresh variable)
are identified by the LF. Thus, in case of a name clash, like in (app (lam \z.M) x), the
metalanguage automatically renames the bound occurrences of = with a fresh variable
y, yielding the term (app (lam Ay.M{y/xz}) x). In the case of a “traditional” encoding

signature. Similarly, the arity of a variable occurrence in a typing environment is the arity of its type in
that environment, while the arity of a bound variable occurrence is the arity of the type label attached to its
binding occurrence.

2In the following T' Fs, M:tm stands for ',z = M:tm. Tt is usually preferred to keep the typing envi-
ronment distinct from the signature, since the latter contains constants, while the former contains variables.
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instead, keeping bound variables distinct from free ones is left to the user with all the
related mistakes commonly made with “pencil and paper”.

capture-avoiding substitution : this operation is also delegated to the metalanguage; in-
deed, we can render the [-reduction of (Az.M)N to M{N/x} by saying that (app (lam
M) N) reduces to MN, where X £ fo(M) U fu(N), (lam M) £ ex(Az.M) and
N £ }(N) (since M has type tm — tm). Hence, capture-avoiding substitution is
modeled by functional application in the logical framework. Again, the user is freed
from an explicit encoding of this notion.

The adequacy of the encoding of the syntax of untyped A-calculus is given by the following
proposition:

Proposition 3.1 (Adequacy of syntax) The encoding eé\( s a bijection between Ax and
tmx. Moreover, the encoding is compositional in the sense that for M a \-term with free
variables in X & {z1,...,2n} and Ny,..., N, A-terms with free variables in'Y the following
holds:

S (M{N1 /21, ..., Npjan}) = ex (M) {e (N1) /21, ., €3 (Ny) /20 }

Proof. Clearly, e‘)\( is injective by definition. Surjectivity follows form the definition of 53}
and an inspection of canonical forms My --- M, of type tm. Indeed, the only choice for
¢ is given by app and lam; hence, the types of these constants allow one to conclude that
(59( is total and well-defined. An easy induction on the structure of M allows to prove that
5% (e5(M)) = M. Compositionality is proved by means of another straightforward induction
on terms of the object language. O

3.1.2 HOAS and Inductive Definitions

So far, there is no assumption about the type theory used to encode object languages (this is
reflected by the fact that we illustrated the example about the untyped A-calculus with the
generic notation used in the previous chapter to describe the language of terms of PTSs).
However, even if one could rely on a logical framework as simple as the Edinburgh LF,
it is often useful for “real” and complex case studies to choose a LF with the capability
of automatically providing induction principles on sets and propositions. This feature is
particularly relevant in view of a formal development of the metatheory of the encoded
language, since many proofs with “pencil and paper” are carried out by means of structural
inductions on the syntax.

At a first sight, it seems that using a HOAS-based encoding approach in a LF featuring
inductive types is the best solution for carrying out formal developments with the mini-
mum effort, delegating as much as possible to the metalevel (a-conversion, capture-avoiding
substitution and the generation of suitable induction principles). Unfortunately, a “close
encounter” between HOAS and inductive definitions can yield several problems. If, for in-
stance, we choose the Coq system [TCDTO01] as our logical framework, we cannot encode the
untyped A-calculus as we did in the previous section taking advantage of inductive definitions.
Indeed, the encoding would be the following:

Inductive tm: Set:=
app: tm -> tm -> tm
| lam: (tm -> tm) -> tm
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However, as we recalled in the previous chapter (Section 2.2.2), the underlying metalanguage
of Coq (CC(CO)Ind) rejects the previous definition since there is a negative occurrence of tm
in the type of lam; thus the latter is not a form of constructor (see Definition 2.7). The
reason for prohibiting this kind of constructors is to avoid non-normalizing terms like the
following:

Definition F: tm -> tm :=
[x:tm]Case x of [t,t’:tm](app t t’) [f:tm->tm](f (lam f)) end

(F(lam F)) : tm —g5, (F (lam F)) : tm —pg5, ...

In this case, if one does not want to drop inductive definitions and resort to an axiomatic
encoding, the only feasible solution in Coq is to introduce a specific type var for the identifiers
(variables). So doing, it is possible to introduce the inductive type:

Inductive tm: Set:=
is_var : var -> tm
| app D tm -> tm -> tm
| lam : (var -> tm) -> tm

It is worth noticing that variables of the object language are now represented by Coq metavari-
ables of type var (instead of type tm). A first drawback of this solution is that only
a-equivalence can be delegated to the metalevel. Indeed, the lam constructor accepts as
arguments abstractions of type var -> tm (instead of tm -> tm). It follows that functional
application can model only substitution of variables for variables (instead of substitution of
compound terms for variables which needs to be implemented by the user). This encoding
approach is sometimes called half-HOAS, while the former (with lam : (tm — tm) — tm) is
called full-HOAS.

It is important to notice that if var is an inductive type, a serious problem arises. For
instance, if we take the built-in Coq type encoding natural numbers for representing variables
(hence, is_var has type nat->tm), we can define the following terms:

Definition weirdl: tm :=(lam [x:nat]Case x of

(x 0 %) (is_var 0)
(* (S n) *) [n:var] (is_var (S n))
end)

Definition weird2: tm :=(lam [x:nat]Case x of

(x 0 %) (is_var 0)
(* (S n) *) [n:var] (is_var n)
end)

Both weirdl and weird?2 are in head normal form and are not the encoding of any term of
the untyped A-calculus. However, the first is extensionally equivalent? to the A-term (lam

3Following [DFH95], extensional equivalence is defined as the following Coq predicate:

Inductive eqtm : tm — > tm — > Prop:=
eq_tm_var : (x:var)(eq-tm (is_var x) (is_var x))
| eq-tm_app (m1,m2,n1,n2: tm)(eq-tm m1 n1) — > (eq-tm m2 n2) — >
(eq-tm (app m1 m2) (app nl n2))
| eq-tm_lam (M,N : var— > tm)((x : var)(eq-tm (M x) (N x))) — >
(

eq-tm (lam M) (1am N)).
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[x:nat] (is_var x)) (i.e., the encoding of Az.x) and could be acceptable. Instead, weird?2
clearly does not correspond (even up to extensional equality) to any untyped A-term* Hence,
we have defined an ezotic term, i.e., a canonical term not corresponding to any entity of the
object language; in other words we have lost the adequacy of the encoding.

There are two possible solutions to this problem; the former is to take var as an open
set:

Parameter var: Set.

In this way the case constructor cannot be applied to a variable of type var, automatically
ruling out exotic terms®. On the other hand, if we need to define var inductively, it is
necessary to rule out exotic terms “manually” by means of a “validity” judgment holding
only for Case-free terms [DFH95]. Then all the theorems developed in the framework must

be decorated with these validity judgments.

3.1.3 Alternatives to HOAS

In this section we will briefly illustrate some alternatives to the HOAS encoding approach.
Indeed, HOAS is well suited for representing formal systems with binders under the implicit
condition that binding operators of the object language behave similarly to the binder of
the metalanguage. If this is not the case one can try to enforce eventual context-dependent
conditions not expressible by means of the type system with some auxiliary judgments (this
notion is explained in Section 3.2). Another solution is to drop the HOAS approach in favor
of other encoding techniques.

In the latter case, a first possibility is to adopt a First-Order Abstract Syntax (FOAS)
solution, where the type of every constructor is “flat”, i.e., no functions can be taken as
arguments, only plain terms. In the case that the object language has no binders, this is
a satisfactory approach; for instance, the languages of natural numbers and (finite) lists of
natural numbers are given by the following grammars:

nat n == 0]Sn
list I == () |nl

Their encodings are usually given as follows:

Inductive nat : Set :=
0 : nat
| S : nat -> nat.

Inductive nat_list : Set :=
empty : nat_list
| cons : nat -> nat_list -> nat_list.

However, in presence of binders a FOAS approach is very unsatisfactory; for example a
first-order encoding of the untyped A-calculus is the following:

*If there would be a term M corresponding to weird, then we would have (M i) —g io, while (M in41) —3
in (where (i, )n is an enumeration of variables such that the n-th identifier 7, is represented by the n-th natural
number), but this is absurd in the theory of the A-calculus.

SExotic terms arise in presence of a higher-order constructor (like 1am) abstracting over an inductive type.
In this situation it is possible to apply the Case operator of the metalanguage over an abstract variable,
yielding a head normal form which does not correspond to the encoding of any entity of the object language.
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Inductive tm: Set :=
is_var : var -> tm
| app D tm -> tm -> tm
| lam : var -> tm -> tm.

As we anticipated above, types are “flattened” (i.e., no higher-order types are considered)
with the consequence that the resulting encoding is too fine-grained. Indeed, even if Az.x
is a-equivalent to Ay.y, i.e, the terms can be identified, the respective encodings ((lam
x (is_var x)) and (lam y (is_var y))) are in general completely different. Thus, the
burden of encoding a-equivalence of terms and the relative metatheory is left to the user.
The first case study in Chapter 6 is a clear witness of the complexity of such a formal
development. Moreover, it is easy to imagine that in the case of a more complex language
(e.g., the Ambient Calculus) the formal encoding and development of the metatheory of
a-equivalence becomes a daunting task, even for the most patient being living on Earth.
Obviously, also capture-avoiding substitution must be implemented from scratch.

An alternative approach allowing to solve the abovementioned problem of a-conversion
is to adopt the so-called de Bruijn notation. Using de Bruijn indexes, variables simply
disappear and consequently there is no more a-conversion, since A-terms become diadic trees
of natural numbers. The corresponding encoding in Coq is the following [Hue92, DH94|:

Inductive tm : Set :=
ref : nat -> tm
| app : tm -> tm -> tm
| lam : tm -> tm.

Terms of type tm are trees whose leaves are labeled by naturals and internal nodes are
labeled either by app or by lam. Hence, the behaviour of the binder of the object language is
rendered by manipulating natural numbers (indexes); hence, a-conversion is automatically
enforced by de Bruijn notation. However, substitution must be manually implemented and
also the handling of indexes is left to the user. To give an idea of the work that must
be accomplished in order to get things working, it is sufficient to cite [Hir97], where a
formalization of a fragment of the polyadic w-calculus is carried out by means of de Bruijn
indexes and 600 of 800 proved lemmata concern technical manipulations of such indexes.
However, the worst consequence of using de Bruijn notation is that the encoding and the
subsequent formal development of the metatheory are very hard to read and to translate
back to the original object language.

3.2 Representing proofs

So far, we discussed the representation of syntactic categories, but the final goal of encoding
an object language in a type theory based LF is to obtain a proof assistant helping the user
in formally proving properties about the encoded system. Hence, the treatment of rules
and proofs lies at the heart of a logical framework and, following [HHP93| the key notion
is that of judgment (or assertion) stressed by Martin-Lof [ML85]. Indeed, logical systems
can be viewed as calculi for building proofs of a collection of basic (or atomic) judgmentsS.
Following this idea, the principle known as judgments-as-types (which can be viewed as the

SFor instance, in the untyped A-calculus there is the judgment of B-reduction relating a term containing
some redexes with the corresponding reducts. Another example of an atomic judgment is the assertion that
a formula is true in first-order logic.
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metathoretic analogue of the propositions-as-types principle) represents basic judgments of
the object language with suitable types and their proofs as A-terms whose type corresponds
to the judgment they prove.

The basic set of judgments can be extended to two higher-order forms introduced by
Martin-Lof: the former is the hypothetical judgment representing a form of consequence (if
J1 and Jo are judgments, then J; F Jy means that Jy is provable under the assumption of
J1), while the second is the schematic judgment representing generality (if C' is a category
of the language and J(z) is a judgment involving a variable x ranging over elements of C,
then A .o J(2) means that J(z) is provable uniformly in z). A LF providing dependent
types can easily render such higher-order forms as follows:

JiFJ=J —Jy

Thus the hypothetical judgment is rendered by means of the functional space constructor
(—); generality, on the other hand, is rendered by means of the dependent types constructor

(ID):

/\ J(z) = Hx:C.J(z)

zeC

where C' is the type representing the syntactic category C.

We said above that the hypothetical judgment expresses a form of consequence. In tradi-
tional logic, usually there is only one form of basic judgment and the notion of consequence
is intended between sets or multisets of basic judgments instances. Hypothetical judgments
instead are more general since they allow one to consider notions of consequence involving
different basic judgments. The classical example, taken from [HHP93], is to consider the
basic judgments of S4, namely, ¢ true and ¢ wvalid; then it is possible to consider the “hy-
brid” consequence notion ¢ valid - ¢ true. Indeed, the latter is neither an instance of the
truth consequence relation (expressing consequence in each single world) nor of the validity
consequence relation (expressing consequence in all worlds).

Since derivations of basic judgments in the object language are carried out by means of
rule systems, the latter must also be represented in order to “mimick” proofs with “pencil
and paper”. This task is carried out by associating to each rule of the object language a
constant of higher type taking as arguments the values of the parameters and the proofs of
the premises. For instance 8-reduction in one step (—p) is defined by means of the following
rules:

(Az.M)N —3 M[N/z] (3 — REDEX)

M —g N
ZM —g ZN (6= APP1)
M —g N
MZ —3 NZ (6 - APP2)
M —g N
— LAM
Az M —g Ax.N (B )

Assuming that the syntax has been encoded using a (full) HOAS-based approach (see Sec-
tion 3.1.1), we add to the signature the constant beta : tm — tm — * and the following ones,
representing the previously introduced — g-rules:

beta_.REDEX : IIm:itm — tm.IIn:tm.(beta (app (lam m) n) (m n))
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beta_APP1 : TIm:tm.In:tm.Iz:tm.(beta m n) — (beta (app z m) (app z n))
beta_ APP2 : TIm:tm.Iln:tm.Ilz:tm.(beta m n) — (beta (app m z) (app n z))
beta_LAM : IIm:im — tm.Iln:tm — tm.

(I1z:tm.(beta (m z) (n z))) — (beta (lam m) (lam n))

It is worth noticing the role played by the schematic judgment Ilz:tm.(beta (m z) (n z)) in
beta_LAM: since the type of m is functional (tm — tm) it is required that m applied to a
generic term z of type tm (-reduces to n applied to the same z in order to conclude that
(lam m) [-reduces to (lam n) (in other words we need to “fill the hole” of m and n before
applying beta to them).

Obviously, in order to have a faithful encoding of untyped A-calculus and one step (-

reduction, it is necessary to ensure a correspondence between proofs “on paper” and formal
proofs in the LF. There are two alternative possibilities, differing in the “strength” of the
abovementioned correspondence:

1. we may require that proofs of basic judgments of the object language are strictly

related to proofs in the LF, i.e, by canonical terms whose types correspond to those
of the encoded basic judgments. We will illustrate this notion of correspondence by
means of our running example of untyped A-calculus and one step (-reduction. First
of all, we introduce a language of proof expressions as follows:

Il := 3 —-REDEX, mn | B—APPly N z(IT) | B—APP2y N z(IT) | B — LAM ar v (IT)

In the preceding grammar x is a binding occurrence: in 3 —REDEX, s n, occurrences
of z in M are bound, while in § — LAM, ys v (II) occurrences of x are bound in M, N
and IT (proof expressions differing only in their bound variables are identified). Since
not all proof expressions are valid, we introduce the rules depicted in Figure 3.2 in
order to infer judgments of the form X F II:M —z N which is to be read as “II is
a valid proof of M —3 N w.r.t. the proof environment X” (where X is a finite set
of variables such that fv(M) U fv(N) C X)7. Finally, we define the encoding €y
map in Figure 3.3 (where (beta M N)x denotes the set of canonical terms ¢ such that
I'x by t:(beta M N)) and we prove the following proposition:

Proposition 3.2 (Adequacy for proofs, I) For every X C V, and M, N € Ax, the
encoding €)H<,M,N is a bijection between valid proofs of M —g N and canonical terms
t of type beta(ey (M), X (N)) such that Tx by t : beta(el (M), (N)). Moreover,
eg[( MmN s compositional in the sense that for I1 a proof of M —g N with m, N € Ax =
{a:;, . ,&n} and My, ..., M, € Ay the following holds:

Elﬁ},M{Ml/xl,...,Mn/mn},N{Ml/xl,...,Mn/xn}(H{Ml/xl’ ooy My /2 })
= 6EI(,M,N(H) {EQ(Mﬁ/xl? cees eé\/(Mn)/xn}

Proof. A tedious, but straightforward induction on the structure of the valid proof
expression ILM —g5 N allows to establish both that € ), \(II) is a canonical form

of type beta(e%(M ), €x(N)) and that e% M 18 injective. Surjectivity is proved by

"In the following we will denote by Ilx ar,n the set of proof expressions such that X - II:M —g N.
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defining a decoding map 6" that is left inverse to €'l

11 .
6X,M,N . (beta M N)X E— HX,(%\((M),(%\((N)
0% an((beta.REDEX M N)) £ 3 — REDEX, 50 (vr4) 68 ()

X (app 2 1) (app z Ny ((beta-APPL M N Z t)) £

11
B = APPLsa ()6 (v).58(2) O g3 (amy 58 () ()

5§[<,@pp M Z)(app N Z)((beta,APm M N Zt)=

11
B = APP2s ()6 (%).58(2) (O g3 (amy 58 () ()
8% (tam 1), (1am ) ((beta-LAM M N t)) £

11
B— LAM%%\(J (Mz),6% ,(Nz) (5(X,x) % o (Max),6% (Nx) (tz))

By inspection on the possible canonical forms and the signature so far introduced and
by the definition of valid proof expressions, it follows that 6" is defined and total. A
structural induction on II allows to prove both 5?(,5/)\((M),59((N) (e%M,N(H)) = II and the

compositionality property. O

2. More often, the strict correspondence previously exemplified is not required. Indeed,
it may suffice to prove that for each proof of the object language there is a canonical
proof-term of the corresponding type and vice versa. This amounts to the approach
of proof irrelevance, i.e, we do not require to reflect faithfully each derivation of the
object language in the LF, but only the existence of a witness for each derivation. For
instance, in the case of untyped A-calculus and one step (-reduction the adequacy is
stated by the following proposition:

Proposition 3.3 (Adequacy for proofs, II) Let X C V finite, M, N € Ax,

(a) (Soundness) if there exists t canonical such that T'x by t:(beta M N), then we
have 6% (M) —p5 6% (N).

(b) (Completeness) if M —g N, there is a canonical form t such that I'x Fx t :
(beta € (M) ex(N)).

Proof. The argument is an induction on the structure of the canonical form ¢ (Sound-
ness), and a structural induction on the derivation of M —g N (Completeness). O

This approach is adopted in the case studies of Chapter 6 and in [HMS01b].

It is worth noticing that, even if the example proposed (encoding of one step S-reduction)
has been carried out in a minimal setting (without exploiting inductive definitions) following
the approach introduced in [HHP93], the same techniques can be adopted, e.g., for proving
the adequacy of a Coq encoding taking advantage of the (co)inductive features provided by
the system. For a more thorough discussion on the topics so far recalled in this chapter we
refer the reader to [AHMP92, HHP93, Mic97].

3.3 Pragmatic remarks

It should be clear from the arguments discussed in previous sections that representing a
formal system in a type theory based logical framework is not a trivial task and many issues
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PO\ (5 UP(N) C X 2g X
X + 3 —REDEX, p,n:(Az.M) — M[N/z] (V-f-REDEX)

V-3-APP1

X F 3 —APPly N z(IN):ZM — ZN (V-5 )
XFILM - N  fo(Z)C X

-B-APP2

XFﬂ—APP2M7sz(H)MZ—>NZ (Vﬁ )
X,2F1I:M — N X

2 — ki (V-B-LAM)

X F B —LAM, pyn(IT):Az. M — Xz.N

Figure 3.2: Valid proof expressions for one step -reduction.

Ny ¢ Hxarn — (beta ex (M) ex(N))x
e)H(,M’N(ﬁ — REDEX, mn) £ (beta_REDEX A\x:tm. eXx( z) ex(N))
6)H<,ZM,ZN(ﬁ — APP1y N,z (1)) 2 (beta_APP1 €X(M> X( ) X(Z) fg{,M,N(H))
X aznz(B—APP2yy z(ID) £ (beta APP2 e (M) €% (N) €x(Z) € 5y n(10))
e%Am‘M’M.N(ﬁ — LAM, v v (ID)) 2 (beta_LAM M\z:tm. eXx(M)

Az:tm.ey x(N)Eg av (D)

) )

Figure 3.3: Encoding map for proofs of one step S-reduction.

can arise depending both on the object language and on the chosen encoding approach. We
have seen how HOAS allows to delegate the treatment of binders to the metalanguage of the
chosen framework, freeing the user from an explicit encoding of the relative machinery.

In general, the problem of exploiting as much as possible of the framework’s metalevel,
in order to avoid reinventing the wheel whenever a new object language has to be encoded,
is covered by several works in the literature. For instance, in [BGGT92] a new terminology is
introduced in order to classify encoding approaches. More precisely, the expression shallow
embedding is used to denote the use of the syntactic infrastructure of the metalanguage in
order to represent the semantics of the object language®, without explicitly encoding the
syntax (in other words, the object language is simply “translated” into appropriate deno-
tations of the logical framework). On the other hand, representing syntactic categories of
the object language as a defined type is called a deep embedding approach. The dichotomy
deep vs. shallow is recalled in [Mel95], where it is stated that shallow embeddings are “par-
ticularly well suited to reasoning about applications”, but cannot be fruitfully used to carry
out a formal development of metatheoretic properties of the object language. The reason is
that a direct translation of a formal system in terms of constructs of the metalanguage does
not allow one to reason or even make reference to the objects or properties which have been
delegated.

While a HOAS-based encoding approach is to be considered a deep embedding (in the
sense of [BGG192]), there are some drawbacks that may induce one to classify it as a shal-
low embedding [RHBO1]. Indeed, representing binders by means of functional constants and

8In the specific case of [BGGT92] the problem was to formalize hardware description languages in HOL
(Higher-Order Logic).
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identifying object level identifiers (variables or names) with metavariables of the metalan-
guage, have the unpleasant effect of making the delegated machinery involving the treatment
of bound names unavailable during the proof development activity. Moreover, the lack of ad-
equate induction/recursion principle on higher-order types in most logical frameworks makes
practically impossible to formally derive all those properties of the object language which
are usually carried out by means of structural induction over contexts (represented by func-
tional terms in the logical framework). These are the main reasons inducing many users of
type theory-based logical frameworks to prefer first-order encodings or de Bruijn indexes for
metareasoning about encoded systems.

An attempt to overcome the abovementioned issues is proposed in [GM96], where two
layers are introduced. In the first layer a first-order implementation of the A-calculus is
carried out together with a formalization of a-conversion and substitution. Hence, on top
of this layer, it is possible to use a HOAS-based encoding approach to represent any formal
system without worrying about exotic terms and negative occurrences. Moreover, using the
manual implementation of the A-calculus as a metalanguage all the machinery delegated by a
HOAS encoding is still available to the user during the proof development activity. However,
it is clear that the implementation of the first layer is to be carried out by means of a
first-order embedding (or, even worse, by means of de Bruijn indexes) with all the related
difficulties and technicalities.

In [DPS96] an extension of the “traditional” metalanguage of type theory based logical
frameworks is proposed in order to allow primitive recursive functional types. More precisely,
since primitive recursion cannot be allowed on any term whose type is higher-order (otherwise
paradoxes can arise), the authors impose some constraints on functional types on which
primitive recursion can be safely defined. This is carried out by decomposing the primitive
recursive function space, denoted by A = B, into a modal type operator and a parametric
function space: A = B = (JA) — B. This approach is inspired by linear logic where a
similar decomposition of the intuitionistic implication A D B is accomplished in terms of a
modal operator and a linear function space (14) — B.

Another proposal for allowing the definition of recursive functions in presence of higher-
order encodings is introduced in [Sch01], where a new type system for the Edinburgh LF
(called 7)) is presented. The main idea is to “weaken” the closed world assumption® which
is implied by the positivity condition builtin in all logical frameworks based on inductive defi-
nitions. Indeed, the closed world assumption does not allow one to “traverse” A-abstractions
in recursive calls, while this is needed in presence of HOAS-encodings. Therefore, a new
property, called the regular world assumption, is introduced, allowing to recursively define
functions with open arguments depending on parameters. Essentially, the latter must con-
form to an a priori specified regular grammar, which rules out “dangerous” definitions and
makes the whole construction work. The novelty of the approach, w.r.t. [DPS96], is that it
supports dependent types and does not require to add new modalities to the metalanguage.

The goal of this thesis is to propose a “cheaper” (although effective) way to efficiently
metareason about formal systems using a HOAS approach. In particular, we will focus on
the formalization of nominal calculi, a class of object languages whose central notion is that
of name and name binding. In the next chapter we will introduce the so-called Theory of
Contexts, i.e., a set of axioms stating some fundamental properties of contexts over names
which can be easily embedded in any logical framework supporting the introduction of new
axioms. Using a half-HOAS encoding approach, those axioms allow one to handle contexts

9This property amounts to require that arguments to functions must be closed, i.e., functions cannot be
defined on free parameters.
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like it is usually done in proofs with “pencil and paper”. For instance, we will see that
they allow one to derive a higher-order induction principle on functional terms over names
starting from the usual induction principle over plain terms automatically provided by Coq.
The efficacy of the Theory of Contexts has already been verified in [HMS01b], where the
metatheory of the w-calculus strong late bisimilarity has been formally proved in Coq. The
same framework has been used in [MicOla] in order to formally develop the metatheory of
capture-avoiding substitution for a HOAS-based encoding of untyped A-calculus. In Chap-
ter 6 we will provide two more complex case studies in order to illustrate its applicability
and flexibility.



A Theory of Contexts

In this chapter, following [HMSO01a], we introduce an aziomatic Theory of Contexts with the
aim of providing the user with the capability of meta-reasoning over HOAS-based encodings
of nominal languages. The main advantage of an axiomatic approach is the possibility to
implement it in any type theory based logical framework supporting the introduction of new
axioms (e.g. the system Coq [TCDTO01]), without having to modify the framework itself.

Obviously, an utmost concern about the Theory of Contexts (like for any axiomatic
theory) is its consistency. This problem will be solved in Chapter 5 with the construction of
a functorial model, following the lines of the seminal work by Hofmann [Hof99].

The chapter is structured as follows: we start with an informal introduction to the
properties of the Theory of Contexts (Section 4.1). Then, in Section 4.2 we introduce the class
of languages we focus on, namely, the so-called nominal calculi. In order to give a sufficient
degree of generality to our methodology of representing and reasoning about nominal calculi,
we do not stick to a particular logical framework like, e.g., CIC or HOL, but we introduce
the generic system Y in Section 4.3. In the latter, we formalize the Theory of Contexts and
other useful recursion/induction principles. Some discussion on the caveats needed in order
to ensure the consistency of the Theory of Contexts is carried out in Section 4.4. Remarks
on the design choices for T, independence and expressiveness of the properties and principles
introduced are gathered in Section 4.5. Finally, some pointers to the related work appear in
Section 4.6.

4.1 The axioms

The Theory of Contexts we introduce focuses on structural properties of syntactic contexts
over a set of variables and/or names. Hence, informally speaking, the objects of our study
will be terms with “holes” which can be filled in by variables/names to become plain terms.
In order to obtain a non-trivial theory, we require that the set of variables is such that for
any term there always exists a fresh variable with respect to it! (i.e. a variable not occurring
in the given term):

unsaturation: VM. 3z.x & fu(M).

n the following we will denote by ¢ the non occurrence predicate; more precisely = ¢ M means that the
name/variable z does not occur free in the term M.
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That is, we require that there is always a fresh name in any given syntactic context. The
intuition behind this axiom is that terms are finite objects; hence, a single term cannot
contain all the possible variables. Obviously, since we are interested in meta-reasoning over
nominal languages, we want the equality over names to be decidable. This property can be
stated formally as follows:

LEMya,: Vo, yx =y Va #y,

In a classical context, LEMy,; is obviously an instance of the law of excluded middle; hence,
it does not need to be explicitly stated. On the other hand, in an intuitionistic setting it
represents the minimum classical flavour needed in order to allow a meta-theoretic reasoning
about encodings of nominal languages.

Usually, the implementations of the most widely used Logical Frameworks do not provide
any support for metareasoning over contexts, that is there are neither induction nor recursion
principles over higher-order terms. Hence, it is practically impossible to carry out formal
proofs by reasoning over the structure of contexts. This is precisely the problem referred by
the axioms of -expansion and extensionality of Leibniz’s equality:

pB-expansion: VM, x.dN|[-|.x € fo(N[]) AN M = N|x],
extensionality: VM[-], N[-],z.x & fo(M][])U fo(N[]) = M[z] = N[z] = M[] = N[].

Intuitively, the axiom of (-expansion provides the capability of freely generating a new
context N|-| starting from a plain term M and a name z, whereas the axiom of extensionality
allows to state the equality of two contexts when their applications to a fresh name are
equal. Thus, we have a rather simple machinery allowing us to introduce and to reason
about syntactical properties of contexts.

In order to give an intuitive idea of the expressive power of the Theory of Contexts, we
can consider the case of a typical property of nominal calculi, namely, the possibility of freely
replacing a name (variable) with a fresh one in a proof, still preserving the validity of the
latter. Hence, if we consider, for example, the case of w-calculus, for a given predicate R over
processes we may want to prove R(Ply]) knowing that R(P[z]) holds (where neither x nor y
occur free in the process contexts P[-] and Q[-]). Obviously, a proof of this kind heavily relies
upon syntactical arguments and is usually carried out by means of an induction on the depth
of inference of the judgment R(P[x]). Since the definitions of predicates on processes are
usually driven by their syntactic structure, this implies in turn that in a generic induction
step we will know something about the structure of P[z] and we must use this information in
order to derive something about the structure of P[y] and prove the current subgoal. Thus,
let us suppose we know that Plz] £ Tu.Q|z(v).R holds? (where z # u and = # v); then
we can use the axiom of 3-ezpansion in order to infer that there exist two contexts Q'[]
and R'[-] such that = does not occur free in them and, moreover, @ = Q'[z] and R = R'[z].
It follows, by means of extensionality, that P[] = [Ju.Q'[]|[](v).R'[]. Whence, our initial
subgoal R(P[y]) can be rewritten as R(yu.Q'[y]ly(v).R'[y]). At this point, it will be clear
which rule of R is applicable in order to reduce the subgoal to a structurally smaller one
which can be solved by means of the inductive hypothesis.

2For the reader not familiar with the 7-calculus, we recall that the expression Zu.Q|z(v).R represents two
processes, namely Tu.Q and z(v).R, running in parallel. More precisely, the first one is trying to send a name
u on channel z, while the second is waiting (on the same channel) for a name which will replace v in R.
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It is worth noticing that the axioms of G-expansion and extensionality can be generalized
to yield schemata of axioms holding for contexts of an arbitrary arity (i.e. with more than one
“hole”?). This fact turns out to be rather useful in applications, as we will see in Chapter 6.

In the next sections we will give a rigorous treatment of the arguments informally intro-
duced so far together with the guidelines to implement a HOAS-based encoding of a nominal
calculus within the framework of the Theory of Contexts.

4.2 Nominal calculi

In the following we call nominal calculi those object logics which seize upon the notion of
name*. Typical examples are processes algebras (e.g. the m-calculus [MPW92], the Ambient-
calculus [CG98], the Spi-Calculus [AG99] etc.) because, as it is stated in [Mil93], the act of
naming implicitly implies a notion of concurrency i.e. the coexistence of the namer and the
named.

In this section we give a formal definition of the notion of nominal calculus, providing the
terminology and the tools needed in order to accommodate a general treatment of a rather
broad class of object languages.

The first kind of basic entities of a generic nominal calculus is represented by a set of
names. They are the most primitive objects since they have no structure; we assume that
they are infinitely many in order to be able to pick a new name whenever this is needed.
Moreover, we require that it is always possible to decide whether two names are equal or not.
Obviously, there can be many separate sets of names; more formally, we have the following
definition:

Definition 4.1 A names set v is an infinite enumerable set of objects with a decidable
equality.

We will denote names sets with v, possibly with indexes like in v; or primes like in v'.
Elements of names sets are ranged over by n,m, ... or z,y, z, . . ..

Definition 4.2 A names base is a finite set V. = {v1,..., v} of names sets. A stage over
V =A{v1,..., 0} is a collection X = {X1,..., Xy} such that X; C v; finite fori=1,... k.

Before introducing basic types, we need to define some constraints on the kind of con-
structors allowed for them: this is carried out by means of a notion of nominal arity.

Definition 4.3 Given a names base V = {v1,...,vx} and a collection of type symbols T =
{t1,...,u}, each nominal arity o over V and T has the form 11 X ... X 7, — ¢, where
teT, n>0 (ifn=0, then 1 X ... X T, = ¢ =1)and, for1 < j < n, either 7; € V
or Tj = vj; X ... X v, — oj where vj, €V (1 < h < nj), nj > 0 (if nj = 0, then
Vjy X oo X Ujy, = 0 =0j) and o5 € T. We call the symbol v in o = 11 X ... X T, — ¢ the
ending type of the nominal arity .

o 3The notion of arity of a context will be made clear shortly. So far, it is important to keep in mind that
[Ju.Q'[)|[](v).R'[] is a context with four occurrences of one hole. When we speak of a context with “more
than one hole” we mean something like [-]u.Q’[-]|[#](v).R'[], where the occurrences denoted by [-] are different
from the one denoted by [e]; hence, we have a context with two holes. Indeed, in order to instantiate such a
context it is necessary to supply two arguments: the former will fill the occurrences marked by [-], while the
latter will fill the one marked by [e].

4For the sake of simplicity, we will always refer to the notion of “name”, even if some object languages,
which can be classified as nominal calculi, employ the term “variable”. Indeed, it is clear that the different

terminology denotes the same notion.
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T1€V,...,Tp € Uy

(T1, . @) EVL X -+ X Uy (n-TUPLE)
N1 R
<M1],\{1- 6 JE,» ef - 6 Tnx p (TUPLE)
o e (CONST)
(My,....,Mp) €11 X+ XTp AP

e xXm—u(My, .. My) € 4

Figure 4.1: Term forming rules

Definition 4.4 If a nominal arity « = 71 X ... X 7, — ¢ is such that, for some j, 7; =
Ujy X oo X Vj, = 0 and n; > 0, then o is said to be a binding arity.

Basic types (e.g. terms, processes etc.) are denoted by ¢, possibly with indexes like in ¢;
or primes like in /. Every basic type ¢ has some constructors associated with it specifying
how to build legal terms of type ¢. These may take as arguments names, terms (belonging
to ¢ or to another basic type) and contexts (i.e. abstractions over names) as specified by the
following definition:

Definition 4.5 Given a names base V. = {v1,...,vx}, let I be the set of basic types

{L1<cii11’l, ey Ll<cztll’1, ey where each element® consists of a type name
ti and a list of constructors (cziil‘l, iy such that for every CZLEJ the corresponding
nominal arity o, ; (over Vo and {t1,...,u}) has ending type t;.

We denote the set of constructors of a basic type v € I by Constr(r) = {c{*,...,c%m};

moreover, if a is a binding arity, then c is said to be a binding constructor or simply a
binder.

Intuitively, constructors allow one to build terms of a basic type from other terms as
specified by the corresponding nominal arity. More formally, given a names base V and a set
of basic types I, we have the term forming rules in Figure 4.1 (where vy,...v, € V, 1 € I,
7 and 7' are generic argument types as in the previous definitions and n > 1).

Contexts with n holes (n-ary contexts) are denoted by (z1,...,z,).M and are derived
by means of Rule (n-CTXT) starting from plain terms and lists of names to abstract on.
Hence, if we consider the n-ary context (z1,...,x,).M, the occurrences of names z1, ...z,
in M are bound. Moreover, if M is a n-ary context of the form (yi,...,yn).N, M[z1,...,zy]
denotes the substituted term N[z1/y1,...,Zn/Yn].

In nominal calculi names under the scope of a binder play a special role; indeed, they
can be considered as placeholders or markers. It follows that the actual name used for the
argument of a binder is not important as long it is different from all other names occurring
in the syntactical context. Hence, terms of basic types can be taken up to a-conversion, i.e.,
they can be considered syntactically equal if they differ only for bound names.

®We will often denote an element of I by its name, omitting the list of constructors.
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Definition 4.6 A nominal calculus N is a triple (V, I, L) where V is a names base, I is a
set of basic types and L is the set of terms whose type belongs to I derivable by the rules in
Figure 4.1 up to a-equivalence. Given any ¢ € I, we denote by L* the subset of L of terms
of type v. Moreover, if X is a stage over V, we denote by Lx (respectively, L% ) the subset
of L (respectively, LY ) of terms with free names in X.

Examples. In order to make things clear, we give some examples of common object lan-
guages which can be seen as nominal calculi.

Untyped M-calculus. Ny £ ({v}, {A(war?=, app® A= lam(=N=M1) . The lam con-
structor is a binder.

w-calculus.

N, AL <{7’}7 {P<OP’0utnxn><P—>P’inﬂX(ﬂ—»P)xP—»P’TPHP’
yn—P)—P |P—P |P><P—>P _|_P><P—>P _nxXnxP—P
b 9y ) )

)}
)

In this case we have two binders, namely, the input prefix (in) and the restriction
operator (V).

Ambient Calculus with Ambient Logic.

Nampy = {{n,v}, {C(name"_’c,inc_’c,outc_’c,
openC—C_(C pathCxC—C

)

P<V(7)~>P)—>P7 OP, ‘PXPHP, !PHP’ (ZmbCXPHP,

. P)—P
Cap0xp—>P’m((ln—> )— ,outac—’P

M
F<TF,_‘F—>F’\/F><F—>F’OF,|F><F—>F7
FxF—F nxXF—F Fxn—F xF—F
> - 7[']7] 7@77 7Dn )
Fxn—F xF—F @Fxv—F ruxF—F
®77 ’ []5 - 7@1) v ) D’U )

®’L]/~:‘><'U—>F7 <>F—>F’ DF%F’v(UﬁF)HF

)}
)

This is an example of a nominal calculus where the names base consists of two distinct
names sets: names (1) and variables (v). Then we have three basic types: capabilities
(C), processes (P) and formulae (F'). While there are no binders for the capabilities
type, processes have two binding constructors, i.e., input action (in,) and restriction
(v). Formulae have only one binder, namely, the universal quantification (V) whose
arity is (v — F) — F. Notice that, since in the Ambient Logic some constructors
(namely, [], @, 0 and ©) can take as arguments either a name or a variable, we are
forced to specify two distinct versions (denoted by the 7, v subscripts).

4.3 The system T

In order to give a general methodology for developing HOAS-based encodings of nominal
calculi, we do not stick on a particular logical framework like, e.g., CIC or HOL, but we
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introduce the system Y. The latter represents the minimum type theory-based logical frame-
work needed to encode and metareason about nominal calculi. Indeed, the underlying type
theory is not strictly intrinsic, whence the machinery we are going to describe can be easily
adapted to any sufficiently expressive logical framework. The advantage of keeping things
simple is that we will not be overwhelmed by features inessential to our purposes, while all
the focus will be on the basic mechanisms.

The system T is a theory of Simple Types/Higher Order Logic a la Church on a given
signature 3.

4.3.1 Syntax

In this section we give the definition of the basic syntactical notions of T, i.e., signatures,
simple types, terms and (typing) environments.

Definition 4.7 A type signature X; is a finite list of atomic type symbols o1,...,0p.

Definition 4.8 Simple types over a type signature ¥ are ranged over by o, T, possibly with
indexes or primes, and are defined by the following abstract syntax (where o € ¥y and o is a
distinct atomic symbol for the type of propositions):

Tu=ol|lo|T—T
We assume that there is a distinct countably infinite set of variables for each simple type.

Definition 4.9 A constant signature .. is a finite list of constant symbols with simple types
C:Tly -y CniTim

Definition 4.10 A signature consists of a pair ¥ = (X4, %.), where ¥y is a type signature
and Y. is a constant signature.

Definition 4.11 Terms over a signature ¥ = (¥4, X.) are ranged over by M, N, P, Q, R
and p, q, T in the case of propositions (possibly with indezes or primes); they are defined by
the following abstract syntax (where c:o € ¥..):

M:=x|MN | e:T.M |c| M= N|V..M.

We assume that there is an infinite set of variables ranged over by x,y,z,.... Terms are
taken up to a-equivalence, while capture-avoiding substitution of N for x in M is denoted by

Notice that, for what concerns the logical connectives, we keep as primitive only impli-
cation and universal quantification; as usual in higher-order logic, the remaining ones can be
defined as abbreviations as depicted in Figure 4.2 (obviously, they make sense because we
are in a classical framework rather than in an intuitionistic one).

Definition 4.12 A (typing) environment I' is a finite set of typing assertions over distinct
variables denoted by {x1:01,x2:02,...,Tn:0n}, possibly without curly brackets. The domain
of an environment x1:01,...,%Ty:0, is the set of variables {x1,...,xn}.
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Vaiop = Ve(\z:0.p)
pAqg = =(p=—q)
1 2 Vrox
pVqg £ —p=gq
-p = p= 1
peq = (p=>q) A(g=Dp)
Jr:op & —Vaio—p
M="N £ VYxio0—o0 M= xzN

Figure 4.2: Syntactic abbreviations.

— Iz:o'bsM:o

VA A
I'z:obxz:0o (VAR) 'k Ax:o’.M .0’ — 0o (ABS)
- 'ty M:0'—=0 Tk N:o
— (c:o0)eX CONST 2 > APP
Fl—gc:a( ) ( ) I'bs MN : o ( )
'ty M:0—o0 ) 'ty M:0 T'Fx N:o (=)
ke Vo.M 0 I'ts M= N:o

Figure 4.3: Typing rules.

4.3.2 Judgments

In order to define the set of legal terms of T, we need a typing judgment of the form I' ks M:7
stating that we can derive the term M of type 7 starting from the environment I'" and the
signature X using the rules in Figure 4.3.

Since T is a full blown higher-order logic, we need a specific truth judgment I' Fx p
in order to express the fact that a proposition p holds in the environment I' and signature
Y. The rules for deriving truth judgments are given in Hilbert-style and are depicted in
Figure 4.4.

4.3.3 HOAS-Encodings and Adequacy

In this section we will show how HOAS-based encodings of nominal calculi are rendered in
the system Y. First of all we recall again the general guidelines of the higher-order abstract
syntax paradigm (see [HHP93]):

e a basic T-type is associated to each syntactic category;

e object level names are represented by metalanguages variables;
e a constant is declared for each expression-forming construct;

e contexts are represented by functions;

e name-binding operators are represented by constants of functional type (i.e. binders
take contexts as arguments);

e contexts instantiation and capture-avoiding substitution are rendered by meta-level
application of the underlying typed A-calculus of the framework;

e as a consequence a-conversion is automatically granted by the metalanguage.
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I'tep:o T'kxq:0 T'ker:o

(S)

ks (p=qg=1r)=(p=q) =p=r
FFyp:io T'kxq:o
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x:obs M:0' ThFsN:o

'ty (Ax:0.M)N = M[N/x] (3)

I'Fs M:0—o

K FV(M
IFsp=aq=p ) I Py dawo 2w = a2 FV) ()
'ty P:o—o0o I'Fs M:o (V-E) Dx:obys M:0' T,x:0bx N:o’ ©)
[ty Vo(P) = PM [ Fy(Vo:o.M =" N)
I'kFyxpio (DN) = A\z:io.M =777 \z:0.N
E::Zﬂ_‘p:?'_ I'kFyp:o Thx:obnp=q (Gen)
n
sP=4q P (MP) 'y p=Vaxiog
Pl—zq

Figure 4.4: Logical axioms and rules.

As we noticed in the previous chapter, it is clear that the most pleasant feature of HOAS-
based encodings is that the user is freed from the daunting task of implementing by hand
the mechanisms of a-conversion and capture-avoiding substitution for each object logic.

Let N & (V,1,L) be a nominal calculus, then, to encode it in T, we must provide the
following items:

e one basic Y-type for each element of the names base V £ {vy,...,v.}; for the sake of
simplicity we will denote by v; both the names set and the type representing it;
Apq,1 abl,l

e one basic YT-type for each element of I £ {afe, b Dseeesufe, T O IEE
for the sake of simplicity we will denote by ¢; both the basic type name of the object
language and the basic T-type representing it;

Qg ,mq
) ~l1,ma

e one typed constant c:Curry(a) for each constructor ¢* € Constr(t) (where ¢ € I and
Curry(a) is the simple type of T obtained by currifying® the arity «).

More precisely, we have the following definition:

Definition 4.13 Let N 2 (V, I, L) be a nominal calculus, we define the type signature Xy(N)
as the set of atomic type symbols {v | v € V}U{t |t € I}. Then the constant signature
Y¢(N) over N is defined as the set {c:Curry(a) | ¢ € Constr(t),. € I}.

Now, we are ready to introduce the encoding map e which allows us to establish a
compositional bijective correspondence between syntactical entities of a nominal calculus N
and fn-normal forms of basic T-types in ¥;(N). This is a fundamental point that every
encoding map must ensure in order to faithfully represent the chosen object language.

Definition 4.14 Given a nominal calculus N 2 (V,I,L) and a stage X = {X1,..., X}
over V£ {vy,..., v}, for every v; € V, let (n;); be an enumeration of v; and (x;); be an
enumeration of variables of type v; in Y. Then, the function €y, mapping names in X; to

Vi

variables of type v; in Y, is defined by €5 (n;) = x; for nj € X;".

5The function Curry is needed because the only constructor of the simple types of T is the arrow. Hence,
we must encode type pairs by currifying arities containing them. Indeed, since a nominal arity « has the
shape 71 X -+ X 7, — ¢, we have Curry(a) = Curry(mn) — -+ — Curry(mn) — ¢, where each 7; being equal
to Vi1 X - -+ X Usm; — 03 may need to be currified as well.

"For the sake of simplicity we will write €% () £ z, i.e., we will denote by the same symbol both the object
level name and the Y-variable of type v encoding it.
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For every v € I, the definition of the encoding map €% (mapping elements of L% to terms
in Y of type 1) depends on the constructors of v. In particular, for each ¢ € Constr(t), we
can distinguish the following cases according to the shape of a:

a = e(c) £

C?

Q=T X X T =0 (N> 1) e (XX t,)) 2 (e € (t) e € (t),
where €% is defined as follows, according to the shape of T;:

T; = 0; (Ji € VUI): 67_%(751') £ Eg(i(ti),

Ty = Vi1 X+ X VUjm,; — 04 (m, > 1):

X Ui 0 )
6?1 UZWIHUZ((:I}Z'I, e, xzml)tz) = ATi1 D Uil - AT, ’Uimi.et;zi (t;)

where Yl’ £ X U i |vij =v, x5 €\ X,i=1,...,m;} and o; € I.
As anticipated, we have the following result:

Theorem 4.1 Let N =2 (V,I,L) be a nominal calculus, let X be a stage over V, let X(N) £
(3¢, 3c) be the signature encoding N and let T'(X) & {x : v; | # € X;,i = 1...n}. For
each type v € I, the map € is a compositional bijection between L% and the set of terms
{M | M is in Bn-normal form and T'(X) Fxny M i}

Proof. (Sketch) By definition, € is an injective function mapping every element of L% to
a fBn-normal form of type ¢. In order to prove that € is bijective, it remains to show its
surjectivity. This can be accomplished by defining an inverse map 6% by recursion on the
structure of Bn-normal forms of type ¢:

8% (c) £ ¢ HT(X) Py et
84 ((c My -+ My)) A Cﬂ><~~~><Tn—>L((;)C;WTZ/UH)(]\41)7 o 5)C(urry(7'n)(Mn))
if n>1, I(X) Fgvy ¢t Curry(my X -+ X 7, — 1) and
D(X) Fgvy My : Curry(mi), ..., T(X) Fxvy My 2 Curry(my)
where (5%””74(70 is defined as follows, according to the shape of 7;:

7 =05 (0, € VUI): 6% (M;) = 0% (M;) (in particular if o; = v; € V, then M; is a variable
z and 6% (z) £ ),

Ty = Vi1 X " X VUjm,; — 04 (m, > 1):
51;1_).“_>vimi_)0i()\a?i1 (075 IR )\l’lmz : Uzsz) = (:L'ﬂ, NN 7$zm,)5§}z (M)
where Yll éXlU{Hfij | Vij = U, Tjj EU[\Xl,j = 1,...,mi} and o; € 1.

Clearly, a fn-normal form of type ¢ derivable from the context I'(X) and the signature X (V)
must have the form (§ My - - - My), where £ is a constant and k is its arity. Hence, it follows
that 0% is total and well defined.

The fact that 0% (€% (¢)) holds can be proved by structural induction on ¢t. The same
technique can also be used to show that € is compositional. ]

8We recall that compositionality means that if ¢ is a term with free names in X = {21,...,2,}, then for
any other stage Y = {y1,...,yn} we have that €y (t[y1/z1,...,Yn/zn]) = ex ) [y1/T1, ..., Yn/Tx].
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Examples. Some HOAS-based encodings in T of the nominal calculi used in the examples
of Section 4.2 are given here in order to make things clear:

Untyped M-calculus. X;(N,) £ {var,term}, Y.(Ny) £ {iswvar : var — term, app :
term — term — term, lam : (var — term) — term}.

& (x) 8
& (var () % (zs var €5 (x))
ex(app(M,N)) = (app ex (M) ex(N))
X (lam((x).M)) = (lam Azwar. eé\(u{z}(M))
m-calculus. ;(N,) = {name, proc},
Ye(Ng) & { nil . proc,
out : mame — name — proc — proc,
mn : mame — (name — proc) — proc,
tau : proc — proc,
nu : (name — proc) — proc,
bang : proc — proc,
par . proc — proc — proc,
sum i proc — proc — proc,
match : name — name — proc — proc
}
e%(n) % n
L out(m,n, P) 2 (out c(m) (n) K (P)
ek (in(m, (n).P)) £ (in % (m) )\n:n.eiw{n}(P))
LoP) 2 (e (P)
KOP) & (o %{n}( )
£((P)) & (bang &(P))
v (PlQ) = (par Gx( ) € (Q))
£ (P ) £ (sum & (P) £(Q))
ek (jm = n|P) £ (match €% (m) €% (n) e (P))

Ambient calculus with ambient logic. X;(Nam) = {name,var, cap, proc, form},

Ye(Namp) = { ismame : name — cap,
n : cap — cap,
out 1 cap — cap,
open . cap — cap,
epsilon . cap,
path . cap — cap — cap,
nu : (name — proc) — proc,

nil . proc,
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par
bang
amb
cap_act
in_act
out_act
true

not

or

zero
comp
comp_adj
locy,
loc_adj,
revp
rev_adj,
loc,
loc_adyj,
revy,
rev_adj,
sometime
somewhere
forall
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proc — proc — proc,
proc — proc,

cap — proc — proc,

cap — proc — proc,
(name — proc) — proc,
cap — proc,

form,

form — form,

form — form — form,
form,

form — form — form,
form — form — form,
name — form — form,
form — name — form,
name — form — form,
form — name — form,
var — form — form,
form — var — form,
var — form — form,
form — var — form,
form — form,
form — form,
(var — form) — form

(is_name €% (n))

(in Ex( )

(out 6X( )

(open €5 (M)
epsilon

(path € (M) (V)

(nu )\n:n.eiw{n}(P))
nil

in_act )\n:n.eﬁw{n}(P))
out_act (M) ek (P))

true
(not €k (4))
(or €% (A) X (B))

ZEero
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ex (AlB) 2 (comp €k (A) X(B))
ei(A > B) 2 (comp_adj ef( A) ef((B))
ex(nlyd) = (loc, €5 (n) ek (A))

el (AQ,n) £ (loc_adj, €5 (A) €% (n))
ex(n0yA) = (rev, ¢k(n) €k (A4))
eb(Aoyn) £ (rev.adj, €k(A) €% (n))
ex([nlod) = (locy €k (n) ek (A))

el (AQ,n) £ (loc.adj, €5 (A) €& (n))
ex(nOuA) £ (rev, €x(n) ek (A))
(Ao,n) £ (rev.adj, ei(A) € (n))
ek (0(A)) £ (sometime €k (A))
ef((D(A)) £ (somewhere ef((A))
ef((V((x)A)) 2 (forall )\x:n.eiw{r}(/l))

4.3.4 Logic

As we said in Section 4.3.2 the judgment I' -y p express the fact that proposition p holds
in the environment I' and signature . Besides the logical axioms and rules depicted in
Figure 4.4, there are also the axioms of the Theory of Contexts which grant to the system T a
remarkable expressive power for meta-reasoning about properties of HOAS-based encodings.
However, before introducing those axioms, we need to define a non-occurrence predicate
¢! . Intuitively, the latter allows to express the fact that a given name/variable does not
occur free in a given term; more precisely, ¢, M holds if and only if the name/variable of
type v does not occur free in the term M of type ¢. It is important to notice that we do not
attempt to give a logical characterisation of the notion of non-occurrence that is independent
of object-level syntax. Instead it should be clear that the formal definition of ¢! depends
both on ¢ and v, i.e., on a nominal calculus N which must be known before defining the
non-occurrence predicate. More precisely, the definition is syntax-driven in the sense that it
depends on the constructors of type ¢. Indeed, it is a customary approach in higher-order
logic to define predicates by means of higher-order quantifications and monotone operators.

Definition 4.15 = ¢, M £ VRv — + — o.(Vy:w.VNu.(Tzz Ry N) = (R y N)) =
(R x M), where Tg. is an operator defined as follows:

C t
Tg, : (v—1—0) = (v—1—0) 2 AR — 1t — 0 0 AM . \/‘. jns Tl i,
1=
where each C; (for i = 1,...,|Constr(t)|) is a clause corresponding to a constructor c¢; :

Curry(ay) belonging to the type v as follows:
a=1 CiEM="c¢;

=7 X X1 — 12 C; = (3Ny:7q. .. .. AN M =* (¢ Ny --- Ng) A /\;?:1 Hj), where each
H; depends on the shape of 7j:

Tj = Ui Hj = —|([B =Y Nj);

A
Tj = Vj1 X - X Uy, — 050 Hy = (Yy1vj1 . VYm0, (@ =Y ygy) = - (e =Y

yk;) = (R @ (Nj y1---Ym;))), where the indeves ki,...,k; are precisely those
belonging to the set {1,...,m;} such that vy, = v for each l=1,...,j.
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Fl—E(N) M:L

[ by 3w g, M (Unsat;)
'bsyyM:v—7 'kgyy Niv—7 DIhyyyz:v (Ezt)
Ly gy, "M = 2¢y7 "N = (M x) =7 (N ) = M =""" N T
Py M7 Thgpnwyz:v (B-cap?)

[tyvy INw —» 10 97T NAM =7 (N x)

where 7 = v;, — --- — v;, — ¢ and ¥(N) means that the axioms are parameterized by the
particular nominal calculus N being considered.

Figure 4.5: Axiom schemata for the Theory of Contexts.

Whence, we have the following definition:
Zv2 Az AMauVRv — 1t — 0.(Vy:v.VNuw.(Tgy Ry N)= (Ry N)) = (Rx M)

It is trivial to verify that Tg. is monotone (i.e. for all relations R : v — + — o, we have
Te. (R) € R, where C can be defined as AR : v — 1t — 0AS : v — 1+ — oVx : v.YM :
tL(Rx M) = (S x M)), whence &, is the least relation R such that Tg. (R) C R holds.

Example. In the case of the encoding of untyped A-calculus proposed in Section 4.3.3, the
operator Tgterm is defined as follows:

Tgterm @ (var — term — o) — (var — term — o)
£ \Rwar — term — o.\z:war. \t:term.
(Jy:var.t =" (iswvar y) A —(xz = y))V
(Ft1:term.Ita:term.t = (app t1 t2) AN (R z t1) A (R x t2))V
(Ft'war — term.t = (lam t') A (Vywar.—(x =V y) = (R z (t' y))))

Given Definition 4.15, it is possible to define the binary predicate €'° either as the
negation of ¢! or by means of another syntax-driven monotone operator. For the sake of
simplicity, in the following we stick to the first choice (however, the two approaches are
provably equivalent in T, see Section 4.5 for the details):

€2 A\ AM:.~(z ¢4 M)

It is possible to “lift” non-occurrence predicates to higher-order terms as follows:

grr—un T £ Nz M, — v, — t.(Vy1:v1. .. Vypiop.o(x =Y yg, ) =

=@ =t y,) e dL (M yr-yn) (> 1),

where {ki,...,kn} C{1,...,n} and vy, =v for 1 <1 < m.

So far, we have defined all the machinery needed to formally introduce in the system YT
the axioms of the Theory of Contexts: they are depicted in Figure 4.5 (in the following we will
sometimes use the word extensionality to denote EztY and (3-expansion to denote (_exp?).
Obviously, they are schemata of axioms, being parameterized by the particular nominal
calculus being considered. This is due to the fact that the non-occurrence predicates used to
define them depend on object-level syntax as we remarked at the beginning of this section.
It is worth noticing that we do not need to explicitly assume the axioms LEM,,, and LEM¢
presented in Section 4.1, since in T we have full classical logic.

Intuitively, = €', M means that the name/variable = : v occurs free in the term M : ¢.
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tel
(Ind")
r FE(N) VP —0Ci=...=>Cy = V(EL(P J))
where m = |Constr(c)|, and for each 1 <i < m:
1. c?’lx'”xn’"iﬁb € Constr(t)
2. {jl, . 7]]%} £ {j ‘ 1<j5<n;and Tij = Vi1 X =" X Ujjm, ; — L}

3. C; & (Yourly. - Va7l , Qijy = - = Qijy, = (P (¢; 21+ xn,))), where
(a) 7/, 2 {Umyl = = iy b A T = Vi1 X X i, b

T i otherwise
l?]

(b) Qi = (Yyr:vig 1+ VY, 5, igima ;- (P (g, y1 -+ ym, ) (for 1 <1< ky)

Figure 4.6: First-order induction principle.

4.3.5 Induction in T

Since in nominal calculi many proofs are carried out by means of structural induction over
terms, T also provides such appropriate induction principles. In Figure 4.6 we introduce
the definition of an induction scheme for any nominal calculus'®. Moreover, the latter can
be naturally extended to higher-order terms, i.e., contexts. For instance in Figure 4.7 we
give the induction scheme for simple contexts, i.e., terms of type v — ¢. In Chapter 5 we
will introduce (and justify) induction principles over contexts of type v — ¢ for any n in
the case where the type ¢ represents processes of a m-calculus fragment. Since the terms t;

(1 < j <mny;) are non deterministically defined, when 7;; coincides with v both the “z;” and

cp Ti I X XTip, =L . . .
“r“ cases apply. Hence, if ¢’ “" 7 is a constructor such that 7; ; coincides k times

with v, then the induction principle of ¢ has 2¥ premises related to that constructor.

Examples. In order to make clear how induction principles can be generated starting from
the abstract definitions in Figure 4.6 and Figure 4.7, we give here two examples illustrating
the first-order (Ind!®"™) and higher-order (Indv" ") induction principles for the encoding
of untyped A-calculus presented in Section 4.3.3:

term € 1

(Indterm)
I Fx(n,) VPiterm — o.

(Yvwar.(P (is—var v))) =

(Vt:term .Vt :term.(P t) = (P t') = (P (app t t'))) =
(Vt:var — term.(Vvwar.(P (t v))) = (P (lam t))) =
Vt:term.(P t)

As we can see, there is one premise for each constructor belonging to type term in Ind‘™™.
For what concerns the higher-order induction principle Ind"® "™ instead, notice that the

10Ty the case that some syntactic categories are mutually defined (e.g., trees and forests), we may want to
reason about several inductive properties mutually defined, one for each syntactic category. A generalization
of the induction scheme in Figure 4.6 to a mutual one is given in [HMS01a].
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vel (Ind>—)
Lhsv) VP:(v— 1) = 0.01 = ... = Cp = Vo — 1.(P x)
where m = Zﬁinsw(b)l 2¢v(ei) - cu(c;) is the number of times that 7;; coincides with v in
Tily---sTim; if 1 X -+ X Ty, — ¢ is the arity of ¢; and for each 1 <i <m, C; is a distinct

TLX X Tt a9 follows:

premise obtained from a constructor ¢
L {jn, b = 11<i<nand 75 =vj1 X - X Ujm; — 1}

2. C; & (Vayir]. - Vo, :7)h.Qj = - = Qj, = (P A\zwv.(c; t1-++ty))), where

V= Uj = U, L lij:ijlx"‘XUj,m]'_)L
;A . 4 ! if 7; = v; j / ,
(a) T3 = YVl = Ujm; — L if 7j = vj1 X X Ujm; — ¢ and ' # ¢
T otherwise

(b) le £ (vyl:vjhl' e 'vymjl :sz,mjl'(P )\:B:U.<.1‘jl Yy - ymjl))) (1 <I< k)
(vj o)  ifmy=vj1 X XUjpm, — L
(c) tj =14 x; if 7; =vj1 X - XV, — 1 where /' # v or 7; € V\ {v}

zjorx ifrj=wv
Figure 4.7: Higher-order induction principle for terms of type v — ¢.

is_var constructor yields two premises in Ind? —~%*"™ since its type is var — term:

term e I

(Indvarﬂterm)
I by, VP:(var — term) — o.

(Vawar.(P \y:wvar.(iswvar x))) =

(P is_var) =

(Vt:var — term.Nt'wwar — term.(P t) = (P t') =
(PAz:var.(app (t z) (¥ 2)))) =

(Vt:var — var — term.(Vyvar.(P Az:var.(t x y))) =
(P Az:var.(lam (t x)))) =

Vtwar — term.(P t)

4.3.6 Functions in T

Despite the fact that the motivations which led to the formulation of the Theory of Contexts
did not take into account the problem of programming with datatypes including binding
structures, T also accommodates useful principles of (higher-order) recursion.

Indeed, given any basic type ¢ we can consistently extend the framework T with a set of
typing and equivalence rules defined according to the type of the constructors of ¢.

Definition 4.16 Let N £ (V, I, L) be a nominal calculus, J C I a subset of basic types, T a
simple type over Xy(N) and T' a typing environment, then a J-elimination scheme over 7 (in
T') is a collection of terms F§ £ {f. | ¢* € Constr(t), v € J} such that the following holds:

Lk feim— - — 1) — T for each v € J, X0 € Constr(1)
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F7 J-elimination scheme over 7in I', v € J A
- (£7)
r l_E(N) FLT L= T
'k FTii—r .
3(N) Ly ] (Ff,eqc)
[ Fsovy VErCurry(m). .. Vig:Curry(r).(F7 (¢ t1...tn)) =7 (fe My... My)
where ¢ XXt € Constr(v), fo € Fj and fori=1,...,n:
AL, v, ...)\ximl,:vimi.(ﬁz (ti ziy o wiy,)) T =vi X XU, =y
M; £ and ¢; € J
t; otherwise

Figure 4.8: First-order recursion typing and equivalence rules.

Vipg = 00 7 Uiy, — T ZfTizvilx--~XUimi—>LiandaieJ
/1A ; — ). , , ,
where 1] = Vip = U, if T = vy, Xt X U, = U and v; & J
T otherwise

Then, given a J-elimination scheme F'} over T (in T'), for each v € J, we introduce a
new symbol F denoting the F7-defined recursive map over ¢ whose typing and equivalence
rules appear in Figure 4.8.

The previous definition generalizes the usual notion of recursion to the case of mutually
defined recursive maps and to terms possibly containing contexts, i.e., functional terms over
names.

In T, differently from most logical frameworks, it is also possible to accommodate re-
cursion principles for (higher-order) contexts. The following definitions allow one to define
recursive functions over n-ary contexts of type v"* — ¢ where v € V, v € I and v" is a
shorthand for v — .-+ — wv.

n times

Definition 4.17 Let N 2 (V,I, L) be a nominal calculus, o = 71 X --- X T, — 1 a nominal
arity of a constructor belonging to a basic type in I, v € V and n > 1. Then we have the
following conventions:

1. we denote by k the number of indeves 1 <iy < --- <ix <n (k>0) such that 7;; = v;

2. let L(a) 2 {0,1}* be the set of binary strings of length k, which we call the labels for
a (thus, |L(a)| = 2F); for j = 1...k, the j-th component of a label | is denoted by li;,
that is it has the same index of the occurrence of v in 11 X -+ X T, it refers to;

3. we denote by l e (1] — --+ — 7], — T) the type obtained from 71 — -+ — 1), — T by
eliminating TZ-,]_ if li;; = 0.

Definition 4.18 Let N = (V,I,L) be a nominal calculus, v € V, n > 1, J C I a subset
of basic types, T a simple type over 3 (N), and let T' be a typing environment. Then, a
v™J-elimination scheme over 7 (in ') is a family of terms FT. ; = {f' | ¢® € Constr(t),. €
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Fl. ; v"J-elimination scheme over 7 in I, + € J

( AJ”,L)

r |_Z(N) R}w (U =) > T
Chsoy Fony, t (0" —0) — 7 (T o)
Iy Q1.Qa-(Fn, AZw.(e N1 Np)) =" (fL My... M,) — °" °°

where ¢ XXt € Constr(i), | € L(my X -+ X 7, — 1), fL € F7, ;, Q1 is a sequence of
universal quantifications of the form V¢;:0" — 7/ foreachi € {i | 1 <i <n,7; ¢ V} and Q2 is
a sequence of universal quantifications of the form Vy; : 7; foreachi € {i |1 <i < n,7; € V},

AZ:w is a shorthand for Azy:v... Axpw and fori=1,...,n:
N Ui1—>--'—>vimi—>bi ifT’i:UhX"‘Xvimi—)Li
T = .
T otherwise

N; =Sy if ;e Vand (r; #vorl; =1)

T if,=vand ;=0
AT, 04, .--/\wimi:vimi.(ﬁg% A(t T @y . Ty, )
it 7 = v X X Uy, — 15 and ; € J
Mi = { yi if ;e Vand (r;#vorl;=1)
(nothing) ifm=vand; =0
(t: @) otherwise

where & (in applications) stands for zj ... x,.

Figure 4.9: Higher-order recursion typing and equivalence rules.

J,l € L(a)} such that, for each v € J, ¢ >*™=t € Constr(t) andl € L(1y X -+ X T — 1),
the following holds:

l. / /
FEf:le(rp—-—m1, —7T)

Uiy = D U, = T i T =0 X X v, — 4 and L € J

Vi = D U, =l A T =0 X X v, — oy and Ly &

T otherwise
Hence, for each constructor ¢, there are |L(«)| terms in F, ;.
k)

Definition 4.19 Let N = (V,I,L) be a nominal calculus, v € V, n > 1, J C I a subset of
basic types, T a simple type over X1 (N), T' a typing environment and FJnJ a v J-elimination

scheme over T (in T'), then, for each v € J, we introduce a new symbol FJW denoting the
Fln j-defined recursive map over ¢ whose typing and equivalence rules appear in Figure 4.9.

We end this section by giving an example of a function recursively definable in T.
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Example. Let us consider again the encoding of untyped A-calculus of Section 4.3.3 and let
us choose a typing environment I' and a term N such that I' by ) N : term holds. In this
example we want to define in the signature (N ), by higher-order recursion, the substitution
:[N/-]. The latter will be modeled by a function taking as argument a term of type var —
term, i.e., a term with a designated hole and yielding a term where N has been substituted
for the hole (see [Hof99]). Since we have three constructors belonging to the type term, the
corresponding three sets of labels are L(var — term) = {0,1}, L(term — term — term) =
L((var — term) — term) = {()}. Thus, let Ft™ 2 (f0 ! fiam} where

var,{term} is_var Jis_vars J app»

0 L 1 L - L e term ;
isvar = Ny fisvar = 15007, fopp = app, fiam = lam. Then, FEE . is a var{term}-

elimination scheme over term in T', such that ' Fx(y,) Fgg;:@grm : (var — term) — term
and the following are derivable:

~

IAPEN! F?fsb??erm : (var — term) — term

[t ; _
r '_Z(Nx) Fvgif?erm(zs,var) =term N

L Fsov) Fart

T .
varterm - (var — term) — term

I'Fsovy) Vy:var.ﬁggﬁerm()\x:var.(is,var y)) =term (is_var y)

[rterm .
r l_Z(NA) Fvar,term : (var — term) — term

I' sy YMyvar — term.VMywar — term.
{e B (Asvar. (app (M ) (Mo 2)) =™ (app Ui (M) Fii e (M2)

var,term var,term

[term .
I Fyvy) Foarterm (var — term) — term

I Fy(ny) YMiwvar — var — term.

ptern m(Azvar.(lam (M z))) =" (lam Azwar B, (M )

Hence, for any M term and x variable, thgm‘erm()\a::var.M ) is equal to the term obtained

from M by replacing every free occurrence of x by N.

4.4 The Axiom of Unique Choice

As originally pointed out in [Hof99] for the case of A-calculus, a rather surprising tradeoff of
our natural framework for treating contexts is the following:

Proposition 4.1 The Axiom of Unique Choice

ks P:1p— T2 —o0
I'Fy (Vorm 3y (P x y) AVz (P o 2) =y =" 2) = 3fm — nVon. (P (f x))

(ACY)

1s inconsistent with the Theory of Contexts.

Proof. Let us consider the case of the m-calculus encoding (see the examples in Section 4.3.3),

then, by Unsaty;;¢¢, we can infer the existence of two fresh names u’, v'; hence, we can define

the term R £ \u : name.\q : proc.\z : name.\p : proc.(x ="%me y A\ p =P7¢ () V (g =""e
u A p =P q). Tt is easy to show that, for all p’ : proc, (R v p') : name — proc — o is a

functional binary relation. At this point we can prove, by means of Fxt;77¢ and AC!, that

the proposition Vp : proc.p =P"°¢ 0 holds; indeed, from AC! we can deduce the existence of a
function f : name — proc such that, for all z : name, ((R v’ p) z (f x)) holds. Hence, by

Extyroe¢, we can prove that f ="*"¢7P"¢ Ax : name.p because for any fresh name w we have
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that (f w) =P"°¢ p. Then we have that, for all names y, (f y) =P ((A\x : name.p) y) =P"¢ p
holds, whence we may conclude, since (f u) =P"¢ 0.

At this point the contradiction follows because, as a special case, we have that 0|0 =P"¢ 0
while proc is an inductive type (the constructors are disjoint!!). O

Proposition 4.1 highlights a weak point of T w.r.t. the framework introduced by Gabbay
and Pitts [GP99, GP01, Gab00], that is, there are (recursive) functions which cannot be
defined as such in our system. The reason is that we model name-abstractions by means of
total functions of names (instead of partial functions only defined for sufficiently fresh names)
and this fact cannot coexists with the axioms of the Theory of Contexts without reducing
the set of definable functions. More precisely T does not allow one to define functions whose
definitions need freshly generated names, since there are no means for generating a “fresh
name” at the term level, while we can use Unsat; for generating fresh names at the logical
level. Nevertheless, n-ary functions of this kind can be represented in Y as (n + 1)-ary
relations, as in the next Example.

Example. Let us consider the encoding of untyped A-calculus introduced in Section 4.3.3)
and the function count : term — nat which takes as argument a term M of type term and
returns the number!? of occurrences of free variables occurring in M. The corresponding
elimination scheme over nat should be fisvar = A : var.l, fopp = An : nat.In' : natn +n’,
fram = Mg : var — nat.(g z)=1, where —1 denotes the predecessor function over natural
numbers. However, the above definition cannot be expressed in T since the fresh variable z,
needed in the definition of fj,.,, is not definable. We do not have a mechanism working at
the level of datatypes for generating fresh names on the spot, like Gabbay and Pitts’ fresh
operator [GP99]. It is straightforward that, in the presence of such a fresh operator, fi,m
can be defined as A\g : var — nat.fresh z.(g z)=1. However, we can represent fi,,, as a
binary relation Ry, : (var — nat) — nat — o defined as
Riam(g,n) 2 32 : nat.z gUor=m g A (g 2)=1 =" n
the existence of the fresh variable z being granted by Unsat’%,. Hence, the fresh operator

nat*
can be mimicked at the logical level by our Unsat; axiom scheme.

Luckily, CC(C)d 4nq its implementation Coq do not validate AC!. Hence, the The-
ory of Contexts can be consistently axiomatized into them. Interestingly, in the case that
Prop=Set, AC! is derivable in Coq as it is showed in the following short proof script:

Inductive myEx [A:Set; P:A->Set] : Set :=
myEx_intro : (x:A4)(P x)->(myEx A P).

Inductive myAnd [A:Set; B:Set] : Set myAnd_conj : A->B->(myAnd A B).

Inductive myEq [A:Set; x:A] : A->Set myEq_refl_equal : (myEq A x x).

Definition witness := [A,B:Set] [P:B->Set] [p: (myEx B P)]

" The disjointness of constructors of an inductive type is derivable in Y. Indeed, in the case at hand, for
example, in order to prove that | and 0 are disjoint, it suffices to define a function discr : proc — o such that
diser(P) = T (we have not defined the true connective, but this can be easily done in the usual way) if P is
of the form Q|R and discr(P) = L otherwise. Then, from 0|0 =""°¢ 0, the definition of Leibniz equality (see
Figure 4.2) and the definition of discr, we can deduce that T = L holds. At this point L follows by modus
ponens (MP).

2Here, we assume the availability of the type of natural numbers. Although we have not defined them in
T, they can be easily added to the metalanguage.
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Cases p of (myEx_intro x q) => x end.

Lemma AC_U: (A,B:Set) (R’:A->B->Set)
((a:A) (myEx B [b:B] (myAnd (R’ a b)
((b?:B)(R’ a b’)-> (myEq B b b’)))))—>
(myEx A->B [f:A->B]l(a:A) (R’ a (f a))).
Proof.
Intros; Split with
[a:A] (witness A B [x:B] (myAnd (R’ a x) (b’:B)(R’> a b’)->(myEq B x b?))
(H a)); Intro; Unfold witness; (Elim (H a); Intros);
(Elim p; Intros); Assumption.
Qed.

It is important to stress that names/variables cannot be represented by inductive types
(this is the reason for the distinction we made in Section 4.2 between names bases and
inductive types). Otherwise, it is easy to get an inconsistency by defining “exotic” functions
by case analysis. Indeed, the argument used in the proof of Proposition 4.1 ultimately relies
on the existence of a function able to distinguish between two names. Such a function can
be recovered as follows in, e.g., Coq (we are using the same signature of the m-calculus of
Section 4.3.3):

Definition name:=nat.

Definition x:= O.

Definition y:=(S 0).

Definition p:=[z:name]lnil.

Definition q:=[z:name]Case z of nil [y:name] (par nil nil) end.

By the preceding definitions we have (p x)=(p y)=(q x)=nil, but (q y)=(par nil nil).
Then, applying Ext! we can easily prove nil=(par nil nil), whence the absurdity.

The abovementioned subtleties clearly represent the need for a model proving the con-
sistency of the Theory of Contexts. This will be the topic of the subsequent chapter, where
functor categories will be used to build such a model.

4.5 Investigating the Theory of Contexts

In this section we will illustrate the results so far obtained in the study of the expressiveness
and independence of the properties of the Theory of Contexts. Indeed, since its birth, there
have been some refinements; hence, we think that it will be useful to summarize the current
results, which are rather interesting.

4.5.1 Independence

In the original presentation of the Theory of Contexts [HMSO01b], there was another rather
useful axiom stating the monotonicity!® of ¢:. Moreover, the decidability of checking the

13The name of this property may suggest that there is an order being preserved. Indeed, (M y) is a plain
term of type ¢ while M is a unary context of type v — ¢. Hence, if we decide that terms of type ¢ are “smaller”
than terms of type v — ¢ (which, in turn, are smaller than terms of type v — v — ¢ and so on), we have that
the axiom of monotonicity preserves such an order since the truth value of = ¢&;, (M y) is smaller or equal to
that of z ¢y~ M. In fact, if z €., (M y) is false, then x €,7* M may be true or false, while if z &, (M y)
is true, then x ¢€;7° M must also be true.
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occurrence of a name in a term was assumed. These axioms can be rendered in Y as follows:

ke VM — Voo NVywvae & (M y) = o gt M

'y VewVMuax e, MV o & M

(MONg )

(LEMg )

Indeed, the decidability of equality over names is derivable from LEMg. (recall that the
underlying logic of Coq is intuitionistic; hence, classical axioms must be explicitly assumed).

As it is noticed in [HMSO01a], we discovered that MONg. is indeed derivable by means of
a structural induction over contexts (i.e., using Ind”—*). Another possibility is to proceed
as follows: by a structural induction over terms (i.e., using Ind") it is possible to infer the
following result:

Fs SEPNM:uNzwVyw.(x €, M) = (y &, M) = -z ="y.
Then using LEMg. and SEP, it is possible to deduce the following auxiliary lemmata:

Fe A1 @ VM — WNVow.(x & (M z)) = (z €570 M)
by A2 @ VMw — Voo Vyw—z ="y = (x &\ (M y)) =
Vzw—z =2=y="2= (z & (M z2))

At this point MONg. easily follows from the decidability of equality over names and the
previous auxiliary lemmata.
We remark here that monotonicity of €., (defined as the negation of &), i.e.

VMw —  NewNVyv—zr="y=ze, My =z, "M

is trivially derivable by exploiting the constructive definition of ¢!. The choice of defining
€:, in terms of ¢! rather than giving an independent constructive definition is motivated by
the fact that in nominal calculi a crucial réle is played by freshness (i.e. non-occurrence) of
names within terms. However, it would be clearly possible to give a constructive definition of
such a predicate as follows'* (in the following for the sake of readability, we drop the indexes
tand v in €):

€ 2 v AMaNRv — 1 — 0.(Vy:w.¥YN:u.(Tee(R) y N) = (Ry N)) = (px M)

where
Const
Tee: (V—1—0) = (V—1—0) 2 ARV — 1 — 0. \T:0AM:L. \/|‘ jns " Cs,
1=
where each C; (for i = 1,...,|Constr(c)|) is a clause corresponding to a constructor ¢; :

Curry(a;) belonging to the type ¢ as follows:
a =: C; is empty (or alternatively T);

a=7 X - X1 —: C; = 3INpim..... ANg:e.M =" (¢ Ny--- Ng) A \/;?:1 Hj, where each
H; depends on the shape of 7;:

. — aje LA . _v L.
Tj =v: Hj =2 =" Nj;

' This approach turns out to be more effective during the activity of proof development in frameworks with
advanced tactics supporting inductive types.
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Tj = Uj1 X 0 X Ujpp; — 042 Hj £ (Yy1:051- - VY Vgmy (R @ (N Y1+ Ym, )
The two definitions are provably equivalent. We have in fact the following:

FeVeowoVMuxe M &z e M

Without going into the details of the proof, we only notice that the left (<) implication
requires Unsat?, while the right (=) direction is provable by means of Ind*, decidability of
equality over names, Unsat; and MONg.

A third possibility of deriving the monotonicity properties of both €! and ¢! is the
following:

1. we define a relation l:t — nat — o such that (I M n) holds if and only if M contains
n occurrences of constructors of ¢ (that is we define a measure of the complexity of
terms);

2. we show that [ is preserved by renaming, i.e., (I (M z) n) implies (I (M y) n) for any
z, y.

3. we show that for every term M there is a natural n such that (I M n) holds (i.e., [ is
total w.r.t. the first argument);

4. we carry out the proof of monotonicity by complete induction'® (also known as course
of values induction) on n, where n is the natural such that (I (My) n) holds (see the
properties MONg. and MONe. ).

The only other axioms of the Theory of Contexts needed in the previous proof are un-
saturation and the decidability of equality of names. In Section 6.2.10 of Chapter 6 the
abovementioned proof technique is explained in full detail for an encoding of the Ambient
Calculus.

As we anticipated in the introduction of the present chapter, according to our experience,
in order to reason about the metatheory of nominal calculi, full classical logic is not strictly
needed. Indeed, we could replace DN in Figure 4.4 with either an axiom stating the decid-
ability of Leibniz equality over names (LEM_v) or, as we noticed above, an axiom stating
the decidability of occurrence predicates of names in terms (LEMg: ). We have already seen
how to render in our framework T, the axiom LEMg.; LEM_o instead is represented as
follows:

'k VeoVyvax =CyVae £y

(LEM_v)

As we mentioned above LEM_v derives directly from LEMg. . For the converse, LEMg. can
be derived by a structural induction on terms of type ¢ (i.e., applying Ind") using LEM_v
and the monotonicity of ¢! and €! in the cases involving binders.

Thus, the minimal classical flavour that T must have in order to allow metatheoretic
reasoning about the representation of nominal calculi amounts to decidability of equality of
names or to decidability of occurrence predicates of names in terms. However, in presenting
T for simplicity we preferred to stick to full classical logic.

In this chapter we have stated the axioms for first-order (Ind") and higher-order (Ind"—")
induction. However, it is possible to go further, introducing induction principles for contexts

'5In the next section we will explain why there is the need of a complete induction instead of a “traditional”
one.
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of arbitrary arity (Ind'"—*, where n > 1). However, since their formulation in full generality

is too complicated, the reader is referred to Figure 5.8 for an example regarding the encoding
of the fragment of m-calculus used in Chapter 5. Higher-order induction principles play a
fundamental role in the following result concerning the axioms schemata [_expy._,, and
Emtgnﬂ_n:

Proposition 4.2 For alln € N: Ind®" ™" allows to derive B_expln_,, from B_exp and
(if n>0) Exty._,, from Ext?, . .

U
v"+1—>L

Proof. By structural induction on contexts of type v™ — ¢, using Ind"" ~*. Most cases are
trivial; in the case of the v constructor, we apply the axioms 3_exp!,,,_, and Ext],,, . O
It should be noticed that the derivability of S_expy._,, and EFxtin_,, by structural induction
(Ind”"~*) can be carried out only in Logical Frameworks featuring an extensional syntactical
equality (e.g. Isabelle/HOL). In Coq (whose syntactical equality is not extensional) instead,
the cases involving binders fail since they require S-expansion and extensionality for contexts
with higher arity (i.e., with “one additional hole”)!®.

To sum up, the only properties of the original Theory of Contexts [HMS01b] that seem
to be orthogonal (not derivable from the remaining) are unsaturation, S-expansion and
extensionality. It follows that the cleanest refinement of the Theory of Contexts coincides
with the informal presentation made in the introduction of this chapter:

e decidability of equality of names (may be omitted if the framework is classical);
e unsaturation;

e [-expansion;

e extensionality.

We chose decidability of equality of names as a primitive axiom instead of decidability of
occur checking predicates because of its simplicity. Moreover, with the previous set of axioms
and Ind* we can derive monotonicity of €;, and ¢, and LEMg. .

4.5.2 Expressiveness

We already anticipated that the soundness of the Theory of Contexts will be proved in
Chapter 5. However, as far the completeness is concerned, we do not have yet a result
stating the expressive power of our axioms w.r.t. some known logic system.

However, in this section we prove an important result in this direction, namely, the deriv-
ability of the higher-order induction principle Ind"~* by means of the complete induction
principle on natural numbers, Ind* and the axioms of the Theory of Contexts.

In order to spell out all the details, we will consider the encoding of untyped A-calculus
in Coq; hence, the following formal development will be expressed in the metalanguage of
Cog, namely, Gallina (see Section 2.3.2). The complete source code of the proof is gathered
in Appendix A.

6However, if the object language does not include any binders among its constructors, both $-expansion
and extensionality are derivable using Ind” —*.
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Encoding of syntax

Since we want to use both inductive definitions and HOAS, we represent variables of untyped
A-calculus by means of Coq metavariables of type var, where the latter is the type defined
by the following declaration:

Parameter var: Set.
Untyped A-terms are represented by means of the following inductive type (see Section 3.1.2):

Inductive tm : Set:=
is_var: var -> tm
| app: tm -> tm -> tm
| lam: (var -> tm) -> tm.

The freshness predicate is defined following the general pattern of Section 4.15:

Inductive notin [x:var]: tm -> Prop:=
notin_var: (y:var)~x=y -> (notin x (is_var y))
| notin_app: (M,N:tm)(notin x M) -> (nmotin x N) -> (nmotin x (app M N))
| notin_lam: (M:var->tm)((y:var) x=y -> (notin x (M y))) ->
(notin x (lam M)).

At this point we are ready to introduce the “measure relation” 1 already mentioned in
the previous section (when we illustrated the third technique used to derive the monotonicity
of the freshness predicate):

Inductive 1: tm -> nat -> Prop:=
l_var : (x:var) (1l (is_var x) (S 0))
| 1_app : (M,N:tm)(nl,n2:nat)(1 M nl1) -> (1 N n2) ->
(1 (app M N) (S (plus nl n2)))
| 1_lam : (M:var->tm) (n:nat) ((y:var)(1l (M y) n)) -> (1 (lam M) (S n)).

Intuitively (1 M n) holds if and only if M contains exactly n occurrences of constructors
belonging to the type tm.

The Theory of Contexts for the untyped A-calculus

During the proof development we used the following instantiations of the axiom schemata of
the Theory of Contexts:

Axiom dec_var: (x,y:var)x=y \/ "x=y.
Axiom unsat: (M:tm) (Ex [x:var](notin x M)).
Axiom exp: (M:tm) (x:var) (Ex [N:var->tm] (notin x (lam N)) /\ M=(N x)).

Axiom ho_exp: (M:var->tm) (x:var)
(Ex [N:var->var->tm] (notin x (lam [_:var](lam (N _)))) /\ M=(N x)).

Axiom ext: (F,G:var->tm) (x:var)
(notin x (lam F)) -> (notin x (lam G)) —>
(F x)=(G x) -> F=G.
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The formal development

The first results we need concern properties of the measure relation 1; first of all, we show
that 1 is preserved by fresh renaming:

Lemma L_RW: (n:nat) (M:tm)(1 M n) -> (x:var) (N:var->tm) (notin x (lam N)) ->
M=(N x) -> (y:var)(1 (N y) n).

The proof technique used is a complete induction on n. We notice that complete induction
on natural numbers is trivially derivable from the induction principle nat_ind automatically
provided by Coq on type nat (see Appendix A for the details and the proof script). The
reason for using such a principle is that it allows to apply the inductive hypothesis to any term
structurally smaller than that of the current hypothesis, not only to the immediate subterm
of the latter, which is instead the only possibility offered by the induction principle tm_ind
provided by Coq. Hence, we can “mimick” a complete induction principle on the structure
of terms by means of a complete induction on the number of constructors’ occurrences of
terms. This is fundamental in proving renaming results like L_RW since in the cases involving
binders, there is the need to apply the inductive hypothesis two times before concluding the
case. Indeed, the first application is carried out only to replace all the occurrences of the
generic variable introduced by the 1_lam rule. Indeed, being generic, such a variable is not
generally fresh and this fact is in conflict with the notin judgment present in the inductive
hypothesis. A glance at the relative Coq session will make the argument clear:

n : nat
n0 : nat
H : (m:nat)
(1t m noO)
->(M:tm)
(1 Mm
->(x:var; N:(var->tm))
(notin x (lam N))->M=(N x)->(y:var) (1 (N y) m)
M : tm
HO : (1 M nO)
X : var

N : var->tm
H1 : (notin x (lam N))

y : var
MO : var->tm
nl : nat

H5 : (S n1)=n0

H3 : (y:var) (1 (MO y) nl)

x0 : var->var->tm

H7 : (notin x (lam [_:var](lam (x0 _))))
H8 : MO=(x0 x)

H4 : (lam (x0 x))=M

H2 : (lam (x0 x))=(N x)

H6 : N=([_:var](lam (x0 _)))

(1 (Qam (x0 y)) (S nl1))
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Here we are considering the case relative to the binder lam; hence, we must apply rule 1_lam
(Apply 1_lam; Intro.) getting the following proof environment:

n : nat
n0 : nat
H : (m:nat)
(1t m nO)
->(M:tm)
(1 Mm)

->(x:var; N:(var->tm))
(notin x (lam N))->M=(N x)->(y:var)(1l (N y) m)

M : tm
HO : (1 M nO)
X : var

N : var->tm
H1 : (notin x (lam N))

y : var
MO : var->tm
nl : nat

H5 : (S n1)=n0

H3 : (y:var)(1 (MO y) nl)

x0 : var->var->tm

H7 : (notin x (lam [_:var](lam (x0 _))))
H8 : MO=(x0 x)

H4 : (lam (x0 x))=M

H2 : (lam (x0 x))=(N x)

H6 : N=([_:var] (lam (x0 _)))

yO : var

(1 (x0 y yO) ni)

Naively applying the inductive hypothesis H in order to replace y with x does not work since,
among the new subgoals, we have to prove (notin x (lam [_:var](x0 _ y0))) and this
is not possible since y0, being generic, could be equal to x. The right approach consists of
replacing yO with a new fresh variable (obtained by means of unsat) and then replacing y
with x. These operations amount to applying two times the inductive hypothesis.

Once L_RW is derived, we can prove the totality of 1 w.r.t. the first argument by means
of a structural induction on it:

Lemma L_TOT: (M:tm)(Ex [n:nat](1 M n)).

Now, we have all the results we need in order to derive the following lemma again by a
complete induction on n (notice the generic variable of the schematic judgment ((y:var) (P
[x:var] (M x y)))):

Lemma PRE_HO_TM_IND: (P:(var->tm)->Prop)
((x:var) (P [_:var](is_var x))) —->
(P is_var) ->
((M,N:var->tm) (P M) -> (P N) —>
(P [x:var](app (M x) (N x)))
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) >

((M:var->var->tm) ((y:var) (P [x:var](M x y))) ->
(P [x:var](lam (M x)))

) >

(n:nat) M:tm) (1 M n) ->

(N:var->tm) (x:var) (notin x (lam N)) ->

(N x)=M -> (P N).

The main result, i.e., the higher-order induction principle for terms of type var->tm can be
obtained as a straightforward corollary of PRE_HO_TM_IND:

Lemma HO_TM_IND: (P:(var->tm)->Prop)

((x:var) (P [_:var](is_var x))) ->

(P is_var) ->

((M,N:var->tm) (P M) -> (P N) —>
(P [x:var](app (M x) (N x)))

) >

((M:var->var->tm) ((y:var) (P [x:var](M x y))) ->
(P [x:var] (lam (M x)))

) >

(M:var->tm) (P M).

The axioms of S-expansion and extensionality played a fundamental role in proving lemmata
L_RW and PRE_HO_TM_IND by “transferring” structural information from terms of type tm to
contexts of type var->tm. This fact is explained in more detail in Section 6.3.1.

The whole approach can be adapted (changing the definition of the measure relation 1)
for deriving higher-order induction principles for terms of type var -> var -> tm, var ->
var -> var -> tm and so on. For instance, the measure relation for unary contexts of type
var->tm is the following:

Inductive ho_1 : (var->tm)->nat->Prop :=
ho_1_varl : (ho_1 [_:var](is_var _) (S 0))

| ho_1_var2 : (x:var)(ho_1 [_:var](is_var x) (S 0))

| ho_l_app : (M,N:var->tm; nl,n2:nat)
(ho_1 M n1)->Cho_1 N n2) ->
(ho_1 [_:var](app (M _) (N _)) (S (plus nl n2)))

| ho_l_lam : (M:var->var->tm) (n:nat)
((y:var) (ho_1 [_:var](M _ y) n)) ->
(ho_1 [_:var](lam (M _)) (S n)).

4.6 Related work

Recently, there has been a growing interest in studying Higher-Order Abstract Syntax or
theories allowing a smooth treatment of names and binders. In this section we will briefly
describe some related work, referring the interested reader to the bibliography for further
details.

The Theory of Contexts and Isabelle/HOL. The Theory of Contexts can be used
in many different logical frameworks in order to reason about higher-order abstract syntax.
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A HOAS-based encoding of the syntax of m-calculus processes in Isabelle/HOL is given
in [RHBO1]. For types of the form v™ — ¢, inductively defined well-formedness predicates
delineate members that correspond to terms with free names in the object syntax. Relativised
versions of the axioms of the Theory of Contexts can then be proved by induction on the
definition of these well-formedness predicates.

In particular, this allows for the axioms to be proved within the theory, i.e., no non-
standard interpretation of the logic is required to establish soundness. On the other hand,
for each term in question one first has to assert well-formedness which in view of its defining
rules is rather cumbersome from the point of view of the burden imposed on the user. It
should be noticed that well-formedness predicates cannot be dropped, even if one may want
to simply declare the properties of the Theory of Contexts as axioms (not deriving them).
Indeed, Isabelle/HOL validates the Axiom of Unique Choice and, as a consequence, the class
of functional terms modeling syntactical contexts must be restricted.

The Nominal Logic. A metalanguage for reasoning about languages with binders, based
on the Fraenkel-Mostowski permutation model of set theory, has been proposed in [GP99]
and later expanded with the name of Nominal Logic in [PitO1b]. This logic features a special
quantifier /I for expressing freshness of names. The intuitive meaning of Wy.p is “p holds for
y a fresh name”. I resembles both V and 4, as it satisfies the rules:

L,y#2tp F'EWyp T,p,y#7kq
'=Wy.p I'tgq

where ¥ is the “support” of p. In the Theory of Contexts, lly.p and y#Z can be encoded as
follows:

Ny.p & Vyvy °7° (A\yop) =p  yH#E=y&op

Rules, corresponding to the ones above, can then be easily derived using the Theory of
Contexts. Correspondingly, suitable adaptations of our Theory of Contexts are validated in
the FM.

The abstraction (z.a) and instantiation (a@x) operators are taken as primitives in FM.
The fresh operator, on the other hand, cannot be encoded at the level of terms.

The main difference with our approach is that in our formulation processes with free
names are modeled as functions v — ¢, whereas in [GP99] they are modeled as equivalence
classes of name-process pairs. In a nutshell one can say that our approach works in the
standard setting of higher-order logic and type theory, allowing one to take advantage of the
machinery of an existing framework like the Coq system, whereas a remarkable work had to
be done to embed FM-sets theory in Isabelle (see [Gab00]). On the other hand, FM has the
advantage that axioms about nominal calculi can be derived from more primitive concepts
so that it would more easily carry over to different settings.

Meta-metalogics. In the approaches we discussed so far, the logical level belongs to the
same metalanguage which is used for the representation of the syntax. A different perspective
is to add explicitly an extra logical level for reasoning over metalogics. One of these meta-
metalogic is FOXNN [MMO1], a higher-order intuitionistic logic extended with definitions
and higher order quantification over simply typed A-terms. Induction on types is recovered
from induction on natural numbers via appropriate notions of measure.



A functorial model for the Theory
of Contexts

5.1 Introduction

This chapter, whose material is taken from [BHH"01], is the heart of the present thesis since
in the following we will prove the consistency of the Theory of Contexts (Theorem 5.2). More
precisely, we give a model of the system Y (a Classical Higher Order Logic, extended with
the axioms of the Theory of Contexts, over a simple theory of types a la Church [Chu40])
introduced in the previous chapter. As an example of encoding, we give the interpretation of
datatypes of processes and names of m-calculus. Moreover, we prove that suitable structural
induction and recursion principles over contexts are validated by this model.

In order to achieve these results, we have to resort to rather sophisticated mathematical
tools, such as a tripos over functor categories, like in [Hof99]. Datatypes are interpreted
as (covariant) presheaves over the category of variable substitutions, while predicates are
interpreted (as certain subpresheaves) in the category of presheaves over injective variable
substitutions. As we remarked in the previous chapter (Section 4.4), the Theory of Contexts
contradicts the Axiom of Unique Choice, thus making essential the use of triposes, as opposed
to plain topos logic (where AC! is always validated).

Despite its complexity, the material contained in this chapter should be accessible also
to non categorically minded people. Indeed, we tried to work out in full detail the novelty of
the approach introduced in [Hof99] for reasoning about systems in HOAS using presheaves
to model types, natural transformations to model terms, and a tripos for interpreting pred-
icates. One of the crucial tools that we introduce to this end is a notion of forcing which
allows us to streamline the computation of the truth value of a proposition. Our hope is that
this methodology should be useful also for reasoning about other models for HOAS based
on functor categories.

The idea of using functor categories for dealing with HOAS has been recently proposed
also by other authors [FPT99, FT01]. Another (apparently different) solution, based on the
Fraenkel-Mostowski permutation model of set theory, has been presented in [GP99, GP01]; a
first-order axiomatization of this model, called Nominal Logic, has been presented in [Pit01b].
However, as the authors of that work point out, this model could be described in a topos-
theoretical setting; thus the underlying categorical structures of these approaches are strongly
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related.

This chapter is organized as follows. In Section 5.2 we introduce the object language
we take as example, namely a small fragment of the m-calculus. In Section 5.3 we encode
our example language in the framework Y introduced in the previous chapter, instantiating
the machinery of non-occurrence predicates and the axioms of the Theory of Contexts for
our mw-calculus signature. In order to help the reader not familiar with category theory, in
Appendix B we give the minimum categorical definitions and notions needed in order to
understand the following material. The construction of the functorial model U/ is worked out
in Section 5.4 by introducing the ambient categories V and Z and giving the interpretation
of types, environments, typing judgments and logical judgments. The main result of the
present work is carried out in Section 5.5 by means of a suitable notion of forcing. In
Sections 5.6 and 5.7 we show how our model can also accommodate the useful notions of
(possibly higher-order) recursion and induction. The last sections are devoted to giving
some deep insights into the main categorical concepts used throughout the chapter. More
precisely, in Section 5.8 we illustrate the connections with tripos theory, which allow for a
more concise and elegant account of the results proved in the previous sections. A comparison
of our approach with similar works in the literature is given in Section 5.9. Longer proofs
are gathered in Appendix C.

5.2 The object language

The object language we focus on is a fragment of w-calculus, which is a process algebra
introduced in [MPW92]. The m-calculus is a good example of a nominal calculus since its
formalisation and fundamental design choices are strictly tied to the notion of name. Ac-
tually, the act of naming allows to naturally explain concurrency because it implies the
independence of the namer and the named as coexisting entities running in parallel. More-
over, the notion of communication is tightly coupled with the concept of name (or address,
port, channel etc.).

It is worthwhile noticing that, even if the fragment we have chosen lacks the compu-
tational expressiveness of the original system since it features neither synchronization nor
mobility of processes, it highlights the problematic issues of reasoning about names in higher-
order abstract syntax.

Syntax. There are two basic syntactical entities:
e Names: the set N is an infinite set of names, ranged over by z, v, .. .;

e Processes: the set Proc, ranged over by P, @, is defined by the following abstract
syntax, where the operators are listed in decreasing order of precedence:

P:=0|7.P|P|P|[x#yP| (vz)P

The restriction operator (vx) binds the occurrences of y in (vy)P. Thus, for each process
P we can define in the standard way the sets of its free names fn(P), bound names bn(P)
and names n(P) £ fn(P) U bn(P). Let X C A a finite set of names; Procx denotes the
set {P C Proc | fn(P) C X}. Processes are taken up to a-equivalence. Capture-avoiding
substitution of a single name y in place of z in P is denoted by P[y/x]. A (process) context
is a process with a (possibly repeated) hole.
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Figure 5.1: Operational semantics.

This fragment of 7-calculus has been chosen by striving for simplicity in order to highlight
the problematic issues of reasoning about names in higher-order abstract syntax. Thus, labels
and communication primitives have been dropped, because their formalization would only
introduce many obscure technical details without any substantial change in the treatment
of names. On the other hand, the formalization of the mismatch operator comes “for free”
because it requires only some judgments, which are needed anyway, about the free (non-
Joccurrence of names in processes. The 7 prefix is needed in order to have a non-trivial
theory of strong bisimulation: without the 7, all processes would be strongly bisimilar to 0.
For a formalization of the full m-calculus, see [HMSO01b].

Operational semantics. The operational semantics of m-calculus is the relation — which
is the smallest relation over processes satisfying the rules in Figure 5.1.

Bisimilarity. The notion of bisimilarity is a common tool introduced in process algebras
in order to define the notion of equivalence between processes. For our fragment of the
m-calculus this notion can be formulated as follows:

Definition 5.1 (Bisimilarity) A binary relation S on processes is a simulation iff, for all
P,Q processes, if P S Q and P — P’ then for some Q', Q — Q" and P’ S Q'. S is a
bisimulation if both S and S~ are simulations.

The bisimilarity is the binary relation ~ defined by

P~ Q <= 35.5 bisimulation and (P S Q).

It is well-known that bisimilarity can be defined as the greatest fixed point of a suitable
monotonic operator over subsets of Proc x Proc (see [MPW92]).

The following lemmata (adapted from [MPW92] to the m-calculus fragment used in this
chapter) deal directly with the notions of name and substitution:

Lemma 3 If P — P’, then for all y & fn(P): Ply/x] — P'[y/x].
Lemma 6 If P ~ @Q, then for all y & fn(P,Q): Ply/x] ~ Q[y/x].

They can be regarded as instances of a more general property which, in a sense, states that
the choice of particular names is not important as long as we are able to distinguish among
them. This kind of property turns out to be fundamental in developing the metatheory of
any nominal calculus [MPW92]. In this chapter we will not deal with the metaproperties of
— and ~; we refer the interested reader to [HMSO01b].
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0:¢ TiL—1
it —1—0 [ #]:v—ov—1—0

vi(v—i) —
Figure 5.2: The signature X.

5.3 Encoding the m-calculus fragment in T

In this section we briefly give the encoding of our example language in the system Y. Hence,
we have to give the signature and instantiate the occurrence-checking predicates and the
axioms and rules of the Theory of Contexts for our particular case.

The stgnature ¥ is given in Figure 5.2. The occurrence-checking predicates, the opera-
tional semantics and the bisimulation are defined impredicatively using higher-order quan-
tifications, as in Figure 5.3.

Finally, the instantiations of the axioms at the heart of the Theory of Context are given
in Figure 5.4.

The signature given so far allows for an adequate encoding of the object language in-
troduced in Section 5.2. The corresponding terms in long @Bn-normal form are defined as
follows, using infix notation:

xu=x1| ... | @y P:=0|7P|P|Q|[x1 # z2]P | vAy:w.P

We denote the set of such normal forms by Procx. Let ¥* be the subsignature of ¥ consisting
only of the process constructors, i.e., 0, 7, |, [- # -] and v:

Proposition 5.1 There is a bijective correspondence between terms of the object language
with names in X = {x1,...,x,} and the normal forms of type ¢ in the signature ¥* and in
the environment I'x = {x1 :v,..., 2, : v}.

We omit the proof which follows the standard argument by induction on the syntax of terms
and on the derivation of the typing judgment already depicted in Theorem 4.1.

5.4 The construction of model U/

Following the idea of [Hof99], we will define the interpretation of types and environments
as set-valued functors from the category of finite sets of names and functions. The meaning
of a term depends on the set of names which can be associated to its free variables. The
functor interpreting a type, therefore, gives the set of possible values for every set of names,
while its action on a function between two sets of names corresponds to the capture-avoiding
substitution of names in terms. The meaning of a well-typed term is then the interpretation of
its typing judgment, which is a natural transformation from the meaning of the environment
to the meaning of the type. Naturality ensures that this interpretation is compatible with
all possible substitutions of names for interpreting free variables.

Given a set of names for interpreting free variables, the meaning of a formula is the
set of names substitutions under which it is verified. Intuitively, a valid proposition must
be satisfied under all injective substitutions, since these keep distinct the meaning given to
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Figure 5.3: Logical abbreviations.
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Figure 5.4: Axioms for the Theory of Contexts.
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different variables. Therefore a proposition is valid if, for all sets of names, its interpretation
contains at least all injective substitutions.

We will proceed as follows: in Section 5.4.1 we introduce the base categories V and Z,
which will be used in Section 5.4.2 for interpreting the types of Y. The interpretation of
environments and terms will be given in Sections 5.4.3 and 5.4.4, respectively. Finally in
Section 5.4.5 we will give the interpretation of the logical judgment.

5.4.1 The ambient categories V and 7

In this section we introduce the categories we will use to build the model and we state some
useful properties. We will mainly work in V £ SetY, where V is the category whose objects
are finite sets of variables, ranged over by X Y, Z, ..., and whose morphisms are functions
between them.

The intended meaning of morphisms is that of variable substitutions. We will use the
fact that V has coproducts, given by disjoint union, and also that, by Yoneda Lemma!, for
all F eV, V(1,F) = F.

Though the abovementioned category V would suffice to interpret basic datatypes, in
order to obtain a consistent model for our extra logical axioms (Unsat}, Ext’""' ¢ and
B_exp¥" "), we must interpret the type of propositions o in a non-standard way. Indeed,
using the plain topos logic of V is not sufficient since it is well known that it validates the
Axiom of Unique Choice which is inconsistent w.r.t. the properties of the Theory of Contexts
(see Section 4.4). Hence, following [Hof99], we introduce the auxiliary notion of predicate
over a given type exploiting the subcategory of ¥V whose objects are the same of V and
morphisms are injective functions. We will denote this category with Z.

The following proposition is an instance of a general result on subcategories (see [Mac71],
§ 10.3). It will be fundamental in the construction of the model since it “builds a bridge”
between the two ambient categories we are considering, i.e., V and Z.

Proposition 5.2 There is an adjunction ((_)", (_)*, ¢) from V to T with (_)" the restriction
to T of functors in V and the identity on morphisms®, (_)* and ¢ defined as follows:

(1)*: for G €L, G* : V — Set is the functor whose action is
Gx £I(V(X, )", G),  (Gj(1)z(h) 2 tz(ho f),
and for s € V(F,G), s* € V(F*,G*) is the natural transformation defined by

(s% (m)y (f) = sy (my (f)),

¢: for all F € V, G € I, ¢pg : V(F,G*) = I(F",G) is defined by (¢prg(a))x(z) £
(ax(x))x(idx), for allaa € V(F,G*), X € V and x € Fx.
'The reader is referred to Theorem B.1 for the formal statement. In the following we will denote the

Yoneda functor by Y.
2More precisely, the restriction functor (_)" : V — Z is defined on objects by:

Fx
Fy

Fx
Fn: Fx — Fy (for h EI(X,Y))

> >

and on morphisms ¢t : FF — G by:
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Proof. See Appendix C.0.4. O
In the following it will be useful to have the explicit definition of the inverse i of ¢: for
FeV,GeZ, acI(F",G), X,)Y €V, z € Fx and g € V(X,Y):

(Wra(a))x(@)y(g) = ay (Fy(x)).

5.4.2 Interpreting types
Variables

The interpretation of variables is the functor [v] £ Var : V — Set defined by Vary = X
and, for h € V(X,Y),z € X, Varp(z) £ h(z). In other words, Var is simply the embedding
of V into Set. Note that it is isomorphic to the representable functor Y({*}).

Processes

The interpretation [¢] of processes is given by the functor Proc, which is defined by extending
the previous definition Procy (denoting the set of processes with free names in X) with the
action on morphisms. Given h : X — Y, we define Procj, £ o, where o : Procx — Procy
is the substitution function which replaces every X-indeterminate z in ¢t € Procx with h(x),
yielding a term of Procy. For this reason, sometimes in the following we will denote Procy(t)
by t[h]. This notation can be extended to any type, i.e., forall A€ V, h € V(X,Y), a € Ay:
a[h] £ Ah(a).

Notice that Proc is not representable; indeed if this were the case, then there would be
a finite set of variables Z such that [:] = Y(Z) £ V(Z,.). From this we could infer that
[(]x & Procx 2 V(Z)x £ V(Z,X), i.e., that the set of processes with free variables included
in X would be isomorphic to the set of finite substitutions with domain Z and codomain X.
This is clearly absurd since the cardinality of the latter set is finite and precisely |Z| - | X|,
while the cardinality of Procx is infinite (since it is inhabited by the following succession of
processes: 0, 0/0, 0/0]0,...).

Propositions

As anticipated, we cannot interpret propositions in the standard way. Instead we will proceed
as follows:

1. a functor Predy : TP — Set with suitable properties is introduced.

2. Pred; is extended to a functor Pred : VP — Set by means of Proposition 5.2; the
adjunction ensures that the properties of Pred; we are interested in are transferred
to Pred. In particular Pred is representable.

3. Prop : V — Set is defined as the functor representing Pred.

The whole construction is inspired by results related to the notion of tripos [Pit99].
Indeed, the properties of Pred we are interested in essentially amount to the conditions
ensuring that Pred; is a tripos on 7, so that we can interpret Higher Order Logic. However,
to keep the construction of the model as elementary as possible, in this section we will not
refer to tripos theory, but we will just introduce the notions needed to carry out a direct
verification that our construction indeed yields a model of T. In Section 5.8 we will briefly
discuss how our results can be set in the general setting of tripos theory.
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First of all we introduce Pred;, which assigns to every functor F' € 7, a Boolean algebra
of predicates. For this purpose we recall the following definition:

Definition 5.2 Given a functor F' : T — Set, a subfunctor of F' is a Z-indezed family of
sets {Px }xez such that
fO?”XEIIPXgFX (51)
for h e Z(X,Y),if f € Px then Fy(f) € Py.

We will say that a subfunctor P is closed if it satisfies the following®:
forall X, Y €T and f € Fx, if Fyp(f) € Py for some h € Z(X,Y), then f € Px  (5.3)

We will denote a subfunctor P of F' by P »— F. With the usual abuse of language, we
will identify subfunctors of F' with the subobjects of F.
Now let Predy : 7°7 — Set be defined as follows:

o for F € I° Pred;(F) £ {P €| P — F, P is closed};
e for @ € 7°(F,G) and P € Pred;(G), Pred;(a)(P) is the subfunctor of F such that
(Predz(a)(P))x £ ay'(Px), and (Predz(a)(P)); = Fy.

It is a standard result that the previous conditions indeed define a functor, and moreover
that the following holds:

Proposition 5.3 For all F € 7, Pred;(F') is a boolean algebra w.r.t. the operations:

Ox =10 (UVV)x 2UxUVx
Ix2Fx (UAV)x2UxnVxy (O)x2{feFx|f¢Ux}

and moreover for all a € I°P(F,G), Pred;(«) preserves all boolean operations.

Proof. See Appendix C.0.5. O
In the following, we will denote by < the order naturally arising from the operations of the
algebra.

Now let Q € 7 be the functor defined by Qy = Pred;(Z(X,_)) and Qs £ Pred;(_ o f).
(The notation is reminiscent of the fact that this is the subobject classifier in the topos of
——-sheaves over Z.) Then:

Proposition 5.4 Pred; and j’(,,Q) are naturally isomorphic, so Pred; is representable.

Proof. See Appendix C.0.6. O
We recall here the definition of the isomorphism of the previous proposition, since it will be
useful in the rest of the chapter: x* : Pred; — Z(_,Q) and % : Z(_,Q) — Pred; are
defined by:

lI>

{f e Z(X,Y) | Fy(t) € Uy }hver
{{f € Fx | mX(f) = yj(X)}}XGI'
Now let us proceed to define the functor Pred : V? — Set by setting Pred(F) £

Pred;(F") and Pred(a) £ Pred;(a”). By Propositions 5.2 and 5.4 we have the following
natural isomorphisms:

(R (0)x (1)

Ki(m)

[1>

3A we will see in Section 5.8, closed subfunctors of F' are precisely the double negation closed predicates
in the topos logic of 7.
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% Pred;(F") ——=7(F",Q)——=V *
o forall feV, red;( )X%T I(F",Q) = V(F, )

eforall X €V,  qx 2 rh 1 (Q)x =Z(V(X, ), Q) — Pred;(V(X,)").
Let Prop be defined by
Propy = Pred(V(X, ) Prop; = Pred(V(f,.)) = f o

Then we obtain natural isomorphisms x:Pred — V(_, Prop) and x:V(_, Prop) — Pred
given by

(xr(U)x(t) = (vo Yol (U))x(t) = {{g € V(X,Y) | Fy(t) € Uy }vev,
kp(m) £ wie(opa(y™ om)) = {f € Fx | mx(f) 2 Z(X, )} xev.

Now we can define the interpretation of the type of propositions as [o] £ Prop, i.e. the
object representing Pred.

Simple Types

The interpretation of [ — ¢'] is given by the functor [o] = [¢’] where = is the exponential
in V. For example the interpretation of ¢ schemata over v, is given by the functor [v] = [¢]
and hence since [v] is representable, by Proposition B.2 we have ([v] = [¢])x = ([(]*})x =
[l xwiz}-

5.4.3 Interpreting environments

The interpretation [I'] of an environment I' 2 {z1 : 01,...,2, : 0, } is given by the functor

H?:l [[Ui]]7 80!

n

[Clx 2 [[loilx [Ty 2 [oaly x - x [l

=1

5.4.4 Interpreting the typing judgment of terms

Typing judgments of the form I' = M : ¢ will be interpreted as suitable natural transfor-
mations with domain [I'] and codomain [o]. We shall give the interpretation of the typing
judgment by induction on the depth of the derivation of I' - M : . In general, this make
sense if there exists at most one derivation for each typing judgment (this fact can be easily
verified proceeding by induction on the depth of the derivation of the typing judgment itself).

Rule VAR: [z1:01,...,%: 0iy..sTn i op by 2t 05 £ m: [[oj] — [oi]

Jj=1

Rule CONST: for interpreting the judgments involving constants in ¥ we introduce the
following natural transformations (naturality is trivial to prove):
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nil : 1 — Proc maismatch : Var x Var x Proc — Proc
nilx : 1x — Procx mismatchx : X x X X Procx — Procx
*—0 (z,y, P) — [z # y|P
tau : Proc — Proc par : Proc x Proc — Proc
taux : Procx — Procx parx : Procx X Procx — Procx
P+—rT1.P (P.Q)— P|Q

new : Var = Proc — Proc
newx : V(Var x V(X, ), Proc) — Procx
a— (vr)(axu(a) (2, inx)))
where inx : X — X W {x} is the left injection.

Now, we can interpret judgments of kind I' Fx; ¢ : o for ¢: 0 € X. Let !fpp be the unique
morphism from [I'] to 1; then:

e [Fs0:: 2 nilolpry, i.e., the constant natural transformation always picking the
term 0 € Procy for all X and n € [I']x:
[CFs0:¢x : [I]x — Procx
N — 0

o [Tk 7:0v— ] £ ~r(tau)o !y, where 7, : V(Proc, Proc) — V(1, Proc = Proc) is
the natural isomorphism given from cartesian closedness of V, hence:

(I ks 7:0—x(n)y : Procy x V(X,Y) — Procy
(P, f) — tauy (P)

o [ ks |:v— 1 — ] =~ (par)o fry, where v, : V(Proc x Proc, Proc) — V(1, Proc =
Proc = Proc) is the natural isomorphism given from cartesian closedness of V, hence:

(ICks|:t—t¢—x(n))y : Procy x V(X,Y) — Proc x V(Y, )
<Pvf> — mY(P)7

where

(my (P))z : Procg x V(Y,Z) — Procyz
(Procg(P), Q) — parz((Procy(P),Q))

o [Ths [ #]:v—v—1— £~y (mismatch)o fry, where y[._.]. : V(Var x Var x
Proc, Proc) — V(1, Var = Var = Proc = Proc) is the natural isomorphism given
from cartesian closedness of V, hence:

([Cks[ £ ] :v—=v—=1t—1x(®n)y : Procy x V(X,Y) — Var x V(Y,_)

(a, f) — my(a),
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where

(my(a))z : Varz x V(Y,Z) — Procz x V(Z, )
(b, 9) — nz((g(a), b))

and

(nz({g(a),b)))v : Procz x V(Z,U) — Procy
(P, h) — mismatchy((h(g(a)), h(b), P))

e[C ke v:(v— 1) — i £ y(new)o ), where v, : V(Var = Proc, Proc) —

V(1, (Var = Proc) = Proc) is the natural isomorphism given from cartesian closedness
of V, hence:

([P ks vi(v—=1) = Jx )y : (Var = Proc)y x V(X,Y) — Var x V(Y, )
<Pa f> | newY(P)'

Rule APP: givent; =['Fx M : 0’ — o] : [I] — ([0'] = [o]) and to = [T Fx N : 0] :
[T] — [o'], we define

[Cbs MN : o] £ evpop o © (t1, t2) : [I] — [o],

Rule ABS: givent=[I',z:0Fx M :0']: [I'] X [o] — [o’], we define
[l s Ao M i 0 — o] =77,

where Tt : [I'] — ([o] = [o']) is the exponential transpose of ¢ (Appendix B)

Rule =: ['Fep=q:0]=impo([I'Fup:o],[I'Fs q:o]), where

impx : Propx X Propy — BropX
(U,V) — UVV.

Rule V: [I'Fx Vop:o] = forally, o [T' s p: o — o], where

(forally)x : ([o] = Prop)x — Propx
m +—— VW(H[[U]]XJV)(X) (m))
and m is a natural transformation from [o] x Y(X) to Prop (remember that ([o] = Prop)x £
V([o] x Y(X), Prop)), 7 : [o] x Y(X) — Y(X) is the projection and, for F € Pred([o] x
V(X))
e(F) £ {{f € V(X,Y) |Vg € T(Y, 2).m; (g0 f) € Fr}lvev.

More explicitly

(forally)x (m)= {u € V(X,Y)|Vg € I(Y, 2).5t € [0]2.{t, 9 0 u) € Kpopyix) (m)Z}YGV

Remark. Notice that, if [I' Fx M : o] is defined and = € dom(T"), then [I', z:0' b5y M : o]
is the following natural transformation:

([0, z:0" b M 2 0])x : [T]x % [0']x — [o]x
(0 nz) — [T Fs M : o] x(n)
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This means that the model T admits the weakening rule (i.e., it is sound).

We end this section by making explicit the interpretations of processes which derive
immediately from these definitions [Pit00]. Let I" be an environment, x,y be variables, and
P, @Q be terms. Then:

o [['Fx 0: ] = nilo !y,

o [Fx 7P : ] =tauo[['Fx P: 4],

o [Crs PIQ: 4] = par o ([T ks P 4], [T b @ ],

o [I'Fx [x#y]P ] =mismatcho ([I'Fs z:v],[I'Fry:v],[I'Fs P i),
o [y vAzw.P ] =newo Iy Az:v.P v — 4.

5.4.5 Interpreting logical judgments

As we said before, intuitively a proposition is valid iff it is verified under all injective sub-
stitutions of names. In our model, this means that the interpretation of a valid proposition
contains all injective substitutions. More formally, let [T Fsx p: o]l and T be defined by
[CFsp:o]' : [I] — Prop
[Chsp:oly : [Mlx — Propy
n = [[ksprolx(n) AI(X,-)

T 1 —  Prop
Tx : 1x — Propyx
P I(X,)
Then we give the following definition:

Definition 5.3 (Validity) We say that I' s p holds in U if [T s p : o]! is the constant
natural transformation

(Truer)x : [I']x — Propx

n—I(X,.)
This is equivalent to saying that [ s p: o]l = Tolry:
!N[[r]](ﬂrkzpio]])

H[[F]]([[F |—§) p: OH)

[Trsp:o]! [y T

~

Ir] Tm— Prop

where (krj([I' Fs p : 0]),[[Fsp: O:Ur’!“[[l"]]([[n_Ep:oﬂ)) is the pullback of (Prop,[I' s p :
0]',!ry). Notice that in this case we have spry([I' Fx p : o]) = 1 € Pred([I']). One should
also note that kpry([L' s p: o)) = kpry([L Fx p: 0]!); indeed we have the following:

rep(IC Fsp:ol) £{{f € [Mlx | Z(X,-) < [T Fsp:olx ()} xev

={fellx|Z(X,.) <[TFsp:o]x(f) NIT(X, )} xev
éffm]([[F Fsp:o])
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5.5 U is a model of T

In this section we verify that the model defined in Section 5.4 validates the axioms and rules
of the framework Y. In order to be able to streamline the computation of the truth value
of a judgment I' Fx p in the model U, in Section 5.5.1 we introduce an appropriate notion
of forcing. By means of this useful tool, in Section 5.5.2 we will give a characterisation
of Leibniz equality; finally, in Sections 5.5.3 and 5.5.4 we will verify that U/ is a model of
Classical Higher-Order Logic and of the Theory of Contexts, respectively.

5.5.1 Forcing

Definition 5.4 Forcing judgments are statements of the shape
X kg, U

for X €V, F eV, U c Pred(F), and n € Fx. The intended meaning of X gy U is that
neUx.

When F' = [I'], U = gy ([T Fx p: o]) and n € [I'] x, we will also write X IFr, p instead
of X IFry #sry([T" s p : 0]). We will write X I p to denote “for any I' such that I' Fs p : o,
for all n € [I]x: X Ikp, p”.

Hence we can rephrase the condition for a logical judgment to be valid in terms of the
forcing relation, namely

Proposition 5.5 The judgment T' by p holds in U iff for all X € V and for all n € [I']x
we have X IFr ) p.

Lemma 5.1 Let P € Pred(Y(X)) such that P % T(X,_), then Py NZ(X,Y) = 0 for all
YeV.

Proof. We proceed by an absurdity argument: let us suppose that P ? Z(X,_) and there
exists Y € V and f € Z(X,Y) such that f € Py, we will show that, given any Z € V and
geI(X,Z), g€ Py.

Indeed, by condition 5.3 (satisfied by predicates), we have that idx € Py since Y(X) s (idx)
= foidx = f € Py. Then, by condition 5.2 (satisfied by predicates), we have that, for all
g€I(X,Z), g€ Py since y(X)g(idX):goidX:gePZ. O

A number of useful propositions can now be easily stated.

Theorem 5.1 For all X, T, n € [I')x,

1. X lkpy, Va:o.p if and only if for allY, h € I(X,Y'), and for all a € [o]y we have that
Y@ wio), (I ().a) Pi
2. X Ikr, p= q if and only if X IFr, p implies X IFr, q;

3. X Iy PM iff ([T s M : o]x(n),idx) € kpopuyx0) ([T Fs P i o — olx(n)),
iff ([T Pro—olx(m)x({[I'Fs M :o]x(n),idx)) > Z(X, ).

Proof. See Appendix C.0.7. O
The next theorem is the main achievement of this thesis, since it states the consistency
of our model:
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Theorem 5.2 (Consistency) It is never the case that X Ip, L.

Proof. By definition of L the statement we have to prove is equivalent to X Ik, Vr:o.r.
It follows, by the first point of Theorem 5.1, that we have to show that there exist Y,
h € Z(X,Y) and a € Propy such that it is not the case that Y Ik o) (0], (n),a) 7> 1-€., that
[Tyr:obks r:o]y({[T]n(n),a)) = a 2 Z(Y,_). Hence, it is sufficient to take a = 0 (i.e., the

initial object of Z) to conclude the proof. O

Corollary 5.1 1. X Irry, —p if and only if it is not the case that X IFr,, p;
2. X lkry, pAqif and only if X Ik, p and X IFr,) q;
3. X Ikry pVq if and only if X Ikpy, p or X Ipy, q;

4. X Ikpyy Fx:o.p if and only if there exist Y, h € Z(X,Y) and a € [o]y such that
Y Fwae), (1m0 P-

5. X lkryy Voo, ... Vag:on.p if and only if for allY, f € (X, Y), m € [o1]y,...mm €
[[Un]]Y we have that Y ”_(F,zl:01,...,xnsan),<[[r]]f(n),nl,,..,nn> p.-

Proof. See Appendix C.0.8. O

5.5.2 Characterisation of Leibniz equality

Definition 5.5 (Separatedness) An object F € V is said to be separated if its diagonal
Ap < F x F, defined as (Ar)x = {{a,a) | a € Fx} and (Ap)n, = Fy, x Fy , is a predicate of
F X F,ie, Ap € Pred(F x F).

This definition is equivalent to those usually given about sheaves in textbooks, in the case
of sheaves for the == topology; see e.g. [MM92], p.227 and Lemma V.3.3. As will be shown
below, for separated objects Leibniz equality coincides with true equality. We have the
following useful result:

Lemma 5.2 A is separated if and only if for each injective map i € Z(X,Y) the function
A; 1 Ax — Ay is injective.

Proof. (=) By definition, if A is separated, then A4 is a predicate of A x A. Hence, by
the closure condition 5.3, we have that for all X, Y € Z and f = (a,b) € Ax x Ax, if
(Ax A)p(f) € (Ag)y for some h € Z(X,Y), then f € (A)x. Observing that (A x A)x(f) =
(Ap(a), Ap(b)), An(a) = Ap(b) (since (A x A)p(f) € (Aa)y) and a = b (since f € (A)x), we
have proved that Ay, is injective for a generic h € Z(X,Y).

(<) It is trivial to verify that A4 satisfies both condition 5.1 and condition 5.2. For
the closure condition, we observe that, for all X, Y € Z and f = (a,b) € Ax x Ay, if
(Ax A)n(f) € (Aa)y for some h € Z(X,Y), then we must have Ap(a) = Ap(b). At this
point, since we know that Ay, is injective, we can deduce that a = b holds, whence f € (A4)x.

g

Notice that, if ¢ has a left inverse p, then it is obvious that A; is injective since in this
case A, is a left inverse to A; by functoriality. So, to establish separatedness, it suffices to
check injectivity of A, where ? : ) — X is the empty function. For example, the presheaf A
given by Ay = {0,1} and Ax = {0} otherwise fails to be separated since A is not injective.

Lemma 5.3 The objects Var, Proc and Prop are separated. If G is separated, so is F = G.



5.5. U IS A MODEL OF T 77

Proof. If i € Z(X,Y) and = € Varx = X then Var;(z) = i(z) which is clearly injective.
Similarly, if p € Procx then Proc;(p) = p[i] which again is injective.

For Prop we appeal to the above analysis and merely check that Prop, is injective. Indeed,
Propy contains exactly two elements corresponding to T and L which are never identified.

Finally, assume u,v € (F = G)x = V(V(X) x F,G), let i : X — Y be injective and
assume (F = G);(u) = (F = G);(v). To show u = v assume a—not necessarily injective—
map f: X — X' and a € Fx/. We must show u(f,a) = v(f,a). Now, we can find an
injective map j : X’ — Y’ and arbitrary map ¢ : Y — Y’ such that goi = jo f. Since G is
separated, it suffices to show G;(u(f,a)) = G;(v(f,a)). But, G;j(u(f,a)) =u(jo f, Fj(a)) =
u(goi, Fj(a)) = (F=G)i(u)(g, Fj(a)) which yields the desired conclusion by assumption and
symimetry. O

Corollary 5.2 For all types o, [o] is separated.
Theorem 5.3 Forallo, ', M,N, X andn € [I']x:
Xlry M="N <<= [I'kxM:0]x(n)=[ts N:o]x(n)

Proof. Let us denote by T the interpretation [¢] and by I"” the environment I', P : ¢ — o,
for P a fresh variable. By definition of =% and Theorem 5.1, X Irp, M = N holds iff
forall Y;h € Z(X,Y),p € (T = Prop)y :
if [ Fs PM : o]y (nlh],p) > Z(Y,_),then [I' s PN : o]y (n[h],p) > Z(Y,.)

i forall V;h e Z(X,Y),p: T x V(Y,_) — Prop :
if ([ Fs P o—oly (k] p))y (I Fs M : o]y (n[h], p),idy) = Z(Y, ),
then ([I" ks P : o—o]y(n[h],p))y ([I" Fx N : o]y (n[h],p),idy) > Z(Y, )
iff

forall Y;h e Z(X,Y),p: T x V(Y,_) — Prop :

if py (my (n[h]),idy) > Z(Y,.), then py (ny(nlh]),idy) > Z(Y, ).
where m,n : [I'] — T denote the natural transformations [I' Fx; M : o] and [I' b5, N : o],
respectively. We have to prove that this is equivalent to

(5.4)

mx (n) = nx(n). (5.5)

(5.4 = 5.5) By Corollary 5.3, Ay is a predicate of T'x T. Let o7 : T x T' — Prop be its
characteristic map, i.e. the Kronecker delta: for all X and s,t € TX: (6r)x(s,t) > Z(X, )
ift s =t.

Let m : V(X,.) — T be the natural transformation mz(h) = mz(n[h]), and define
q = 7o (idr xm): T x V(X,.) — Prop. Then, for all t € TX:

ax (t,1dx) 2 I(X, ) <= (or)x(t,mx(n)) =2 I(X,.) <= t=mx(n)
Instantiating (5.4) for Y = X, h = idx and p = ¢, we have
if gx (mX(n)v 1dX) > I(X*) then gx (nX(n)v ldX) > I(X> 7)

which is equivalent to say that

if mx(n) = mx(n) then nx(n) = mx(n)

hence the thesis.
(5.5 = 5.4) By naturality, if mx(n) = nx(n) then for all Y and h € Z(X,Y), we have
my (nh]) = ny (n[h]), hence the thesis. 0
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5.5.3 U models logical axioms and rules

Theorem 5.4 The model validates all logical axioms and rules; indeed if ' Fs p: o, I' by
q:0 and ' Fx r: o, then the following holds:

1.TFrs (p=q=r)=pP=q =p=>r.

2.TkFgp=q=p.

3. IfTky P:o— o andT'Fx M : o, then we have I' by V,(P) = PM.

4. IfT,x:0Fx M:0' and T Fx N : o, then we have T s (Az:0.M)N = M[N/z].

5. IfTx :oby M :0', T,z : 0 by N : o, then we have ' by (Vr:o.M =0 N) =
\z:o.M =77 \z:0.N.

6. IfT s M :0 — o and x ¢ FV(M), then we have T s Az:o’ .Mz =7~ M.
7. Fl_z —|—\p:>p,
8 IfT'Fs p=q and I Fx p, then we have I' Fx, q.

9. If ',x : 0 Fx p=q, then we have I' Fy p = Vz:0.q.

Proof. See Appendix C.0.9. O
We conclude this section with a result about the ¢ predicate which will be useful in the
following proofs.

Theorem 5.5 For allT, y, M, X and n € [I']x, such that T kg y:v and T by M : 1, we
have the following:

XlrpygM <= [[Fsy:v]x(n) & FV([I'Fs M :]x(n))

Proof. See Appendix C.0.10. O

5.5.4 U models the Theory of Contexts

Theorem 5.6 The model U validates Unsat) : if I' by, P : 1, then for all X, n € [I']x, the
following holds: X IFp, Jx:v.x & P.

Proof. Applying Corollary 5.1, we deduce that X IFr, dz:v.x ¢ P holds if and only if there
exist Z, g € I(X,Z), z € [v]z £ Z such that Z (0 0, ([0], (),2) © € P By Theorem 5.5,
this is equivalent to prove

2 g FV([U, 2o bs Pu]z(([04(0), 2))) = FV(T Fs Pa]z([Tlg(n))-

Hence it is sufficient to take Z £ X U {n} where n ¢ X (which surely exists since X is a
finite set, while we have at disposal an infinite set of names), z £ n and g = idx. O

Theorem 5.7 The model U validates Ext*™": if T ks P :v — ¢+, 'y @ : v — ¢ and
I'Fy x: o, then for all X, n € [I']x, the following holds:

Xll—pmmglP:>x¢1Q:>(P:U):‘(Qx):>P:Q.
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Proof. By Theorem 5.1, we have to prove X IFp, P =""" (@, knowing that X IFp, ¢! P,
X lkry 2z ¢! Q and X Irry, (P z) =* (Q z) hold. The latter statement, by Theorem 5.3, is
equivalent to say that [[' Fx (P z) : (Jx(n) = [ Fs (Q z) : (Jx(n), where [I" Fx (P x) :
Jx(n) and [I' by (Q z) : ¢Jx(n) belong to Procx; hence, restricting both processes on
n: 2 [ Fx o : v], we preserve the equality relation, i.e., the following holds:

() ([T Fs (P 2) ] x () = (vne)([I' s (Q 2) = ¢ x (n)). (5.6)
Now we observe that
[CFs (P a):x(n)

(eUPTOC,VaT)X(<[[F }_Z P:v— L]]X(U)7 [[F }_Z T Uﬂx(ﬁ»)
([T ks P:v— o x (1) x (e 1dx))-

By a similar argument we also have

[CFs(Q ) : dx(n) = (I'Fs Q: v — Jx(0)x((ne,idx)).

Moreover, from equation 5.6 and the latter statements, the following holds:

() ([0 s Prv = o x (1) x (1, 1dx)) = new ([ Fs P v — ] x(n))
(wne)([C s Qv — o x (1) x (e, 1dx)) = new([A s Q 1 v — tJx(n).

Hence, from the injectivity of new, we deduce the validity of

[Tk P:v—1x(n)=[TFsQ:v—x(n),

which is equivalent to the thesis by Theorem 5.3. O

Theorem 5.8 The model U validates B_exp': if 'Fs P: v and I' by x : v, then for all X,
n € [[]x, we have that X IFp, 3Q:w — vz ' Q A P =" (Q x) holds.

Proof. By Corollary 5.1, we just have to prove that there exist Z, g € Z(X, Z), ng € (Var =
Proc)z such that Z Iba , o ¢ Q and Z IFa, P =* (Q ) hold (where A £T,Q : v — ¢ and
w2 ([T1,(n),ng)). Hence we choose Z £ X, g £ idx and ng = [['\ {z : v} Fs \z.P :
v — Jx (1) (where ¥ & M dom(\ (s} ). 11 Order to prove the first forcing statement, we

observe that it is equivalent, by definition of €%, to X IFa . @ & vQ (where px = (1,10)).
By Theorem 5.5, this is equivalent to prove n, € FV([A Fs v@ : ¢]x(nx)). Hence we may
easily conclude since the following holds:

[AFsvQ: i) x(px) = newx([Abs Qv — i]x(px))
= () ([AFs @ v — ]x(ux))x ({12, idx)))
= () ([T \ {2 : v} Fe Az.P v — o x (1) x ({ns, idx)))
= (vn)([T' Fs P = (] x (n).
Referring to the proof of X IFa,, P ='(Q ), we observe that this statement holds if

and only if [A by P : (x(ux) = [A by (Q z) : (]x(pux) holds. Then we have that
[Abs P:ix(px) =[I'Fs P:t]x(n), hence we can conclude since the following holds:

[AFs (Q 2) : x(1x) = (evProc,var) x({([A Fs Q 1 v — (x(1x), [A by z : v]x(1x)))
= (evproc,var)x ([T \ {z : v} Fx Az:v.P v — Jx (), n2))

=([C\{z: v} Fs Az:v.P v — Jy () x (e, idx))
=

I'bky P Lﬂx(’lﬁ.m
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'ty fi:o T’k foio—0 I'ky fsio—0—0
'ky fatv—ov—0—0 I'kyfs:(v—0)—0
Lky (RO) =7 f1
'ty fito T’k foi:o—0 ke fsio—0—0
'ty fa:v—ov—o0—0 Thyfs:(v—0)—0
I'Fy VPu. (R 7.P)=° (f2 (R P))

'ty fito T’k foro—0 kg f3:o—0—0
'ty fa:v—ov—o0—0 Thryfs:(v—0)—0o
[ Fs VPu9Qu (R PIQ) =7 (fs (R P) (R Q))
'ty fito Ik foro—0 Thyf3:0—0—0
'rts farv—sv—0—0 T'kFyfs:(v—0)—0
['Fy Voo Vy:w VP (R [z £ y|P) =° (fsax y (R P))
'ty fi:o 'k foio—0 I'ky fs:o—0—0
by fatv—ov—0—0 Iky fs:(v—0)—0
'ty VP — t.(R vP) =° (f5s Azv.(R (P x)))

where R is a typographic shorthand for (Rec;, f1 fa f3 f1 f5);

(Rect _redy)

(Rect _reds)

(Rect _reds)

(Rect _redy)

(Rect. _reds)

Figure 5.5: Reduction rules for first-order recursion.

5.6 Recursion

The model U is expressive enough to justify also recursion and induction principles, even
higher-order ones.

5.6.1 First-order recursion

In order to be able to define recursive functions over ¢, we extend the signature ¥ with a
recursor operator Rect, for any type o:

Rec, 0 — (0 w0)—> (0 w0—0)—(vov—0—0)— (v—o0)—>0)—>1—0
The intended reduction rules for recursors are given in Figure 5.5.
In order to interpret the constant Rec! we will show that (Proc,«) is an initial algebra
for the functor T': V — V defined on objects by
TFE1+F+(FxF)+ (Var x Var x F) + (Var = F),

on morphisms (at each stage X € V) h: FF — G by

(Th)x : (TF)x — (TG)x
ing(x) —  ing(x)
ing(a) +— ing(hx(a))
ing({a,b)) — ing((hx(a), hx(D)))
ing((@,y,a)) +— ina({z,y, hx(a)))
ins(a) —— ins(ve,x (hxwiz} (@xu ((T,inx)))))
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where 7Gx : Gxwizy — (Var = G)x is the isomorphism given by Proposition B.2 and
a : T' Proc — Proc is the natural term forming operation at each stage X € V:

ax (ing (x) 20

ax (ina(P)) £ 1P
ax(ing((P1, P2))) = Pi|P

ax(ina((z,y, P))) £ [z #y|P

ax (ins(P)) 2 (vz)Pxys) ((z,inx))

Proposition 5.6 (Proc,«) is an initial T-algebra.

Proof. Let (B, () be an arbitrary T-algebra; then there is a unique homomorphism f :
(Proc,a) — (B, 3) of T-algebras such that foa = FoTf. Given f, in order to prove the
latter equality we must consider each component fx for X € V. We define f by recursion
as follows:

fx(0) = Bx(ini(+))

fx(r.P) 2 Bx(ina(fx(P)))

fx(P1|Pz) = Bx(in3({(fx(P1), fx(P2))))

fx([z#ylP) & Bx(ina((z,y, fx(P))))

fx(wz)P)) £ Bx(ins(vBx(fxwiz}(P)))) (P € Procxuy})

where vp x : Bxw{s} — (Var = B)x is the isomorphism given by Proposition B.2. Then

we can easily check that, for each ¢ € (T'Proc)x, we have fx(ax(t)) = Bx((Tf)x(t)):
fx(ax(ini(+)) = fx(0) = Bx(in1(+) = 5X((Tf) (in1(x)))
fx(ax(ina(P))) = fx(m.P) £ Bx (ina(fx (P))) = Bx ((Tf)x (in2(P)))
fx(ax(ins((Pr, P)))) = fx(Pi|P2) £ Bx (in3((fx (P1), fx(P2))))
= Bx ((T'f)x (ins((P1, P2))))
fx(ax(ina((z,y, P)))) = fx([x # y|P) £ Bx (ina((z,y, fx (P))))
= Bx((T'f)x (ina((z, y, P))))
fx(ax(ins(P))) = fx((vz)Pxwiz) (2, inx))
2 Bx (in5(78,x (Fxwiz) (Pxefz) (,1x)))))
= Bx((Tf)x(ins5(P)))

The uniqueness of f follows by its definition. Indeed, if there would be another homomor-
phism g : (Proc,a) — (B, 3) such that goa = o Tg, then rewriting the previous equality
and simplifying it according to the definition of o we would obtain exactly the definition of
f O
Using this result we can interpret the recursor Rec? as follows. Let A £ [o], G = [I'] and
' R: Proc — o, where R 2 (Rec® f1 fo f3 f1 f5). Let g; be the meaning of f;, as follows:

QIZHFFfll
g2 =[TF fa

o] :G— A

t0— 0] G — A=A

g3=[T'F fzs:0—0—0]

g4:[[rl—f4:’u—>v—>a—>o']];
G — (Var=A)=A

g5 =[TF f5:

(v —0) = o]

G — A= A=A

G — Var=Var=A=A
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We define a natural transformation m : T(G=A) — G=-A, that is, for X € V,

mx : 1x+ (GiA)X + (GiA)X X (GiA)X + Varx x Varx x (GéA)X + (Var:>G:>A)X

by cases as follows, bearing in mind that (G=A4)x = V(G xV(X, ), A): for Y stage, n € Gy
and h € V(X,Y),

(mx (in1(%)))y (n, h) £ g1y (n)
(mx (ina(r))y (n, k) £ (g2y (0)y (ry (n, h),idy)

(mx (in3({r1,72))))y (n, 7)) £ ((g3y )y (r1y (0, h), idy))y (ray (1, h),idy)

(mx (ina((z,y,7)))y (n, 1) £ (((gay (n))y (h(x),idy )y (h(y), idy))y (ry (1, h), idy))
(mx (ins(r))y (1, h) £ (gsy (n))y (', idy)

where 7' : Var x V(Y,.) — A
vy Zx VY, Z) — Ay
<Z7 k) — (TZ(Zv ko h))Z(n[h]ale>
Thus, (G=A, m) is a T-algebra; therefore, there exists a unique natural transformation
m : Proc — G=A such that m o T'm = m o «. By using a standard argument of cartesian

closed categories, m can be converted into the morphism G — Proc=A we need. More
explicitly, we interpret I' - R : Proc — o as follows:

[T'FR: Proc — o] : G — Proc=A
[T'FR: Proc — o]x : Gx — (Proc=A)x
[C'FR: Proc — o]x(n): Proc x V(X,.) — A
['F R: Proc — o]x(n)y : Procy x V(X,Y) — Ay
(P, h) — (my (P))y (n[h], idy)

We can now prove the soundness of the recursion principles.
Theorem 5.9 The model U validates Recl,_red;, fori=1...5.

Proof. See Appendix C.0.11. O

5.6.2 Higher-order recursion

First-order recursion rules can be generalized to higher-order processes, i.e. terms with

holes. Indeed, the initial algebra over Proc can be readily “lifted” to the types Var = Proc,

Var = Var = Proc, .... Let us consider the functor 77 : V — V defined on objects by
Tp 21+ F+F x F+ (Var = Var) x (Var = Var) x F + (Var = F),

and on morphisms in the obvious way. Then, the following holds:

Proposition 5.7 Var = Proc has an initial T'-algebra structure, which is isomorphic to
Var = «a.
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Proof. Let G : V — V be the functor G(F) £ Var = F. G has a right adjoint, namely the
functor R : ¥V — V defined on objects by
R(F)x =V(Var = Y(X),F) R(F), = _o(Var = Y(h)) (heV(X,Y))
and on natural transformations t € V(F, F') by R(t) : Var = F — Var = F', R(t)x(f) =
tof for f € V(Var = Y(X),F). Hence, by Theorem B.1, we need only to show that
T' oG = G oT. Given any functor F in V, we have that
(T' o G)(F)=T'(Var = F) =1+ Var = F + (Var = F) x (Var = F)+
+ (Var = Var) x (Var = Var) x (Var = F) + Var = (Var = F)
=Var = 1+ Var = F + Var = (F x F)+
+ Var = (Var x Var x F) + (Var = (Var = F))
EVar = 1+ F+ F x F+ Var x Var x F + Var = F)
=Var =TF = (GoT)r

and similarly for the morphism part. O
We can elaborate the functor 7" a step further, by noticing that

Var = Var = Var + 1.

Indeed, for all X, we have (Var = Var)x = Varxygy) = XW{zr} = X +1= (Var +1)x.
Thus we can rewrite 7" as follows:

Th 21+ F+FxF+Varx Var x F+ Var x F+ Var x F+ F+Var = F (5.7

~(Var=-Var)x(Var=-Var)x F

and Proposition 5.7 still holds, that is, Var = Proc is a T’-algebra. The intuitive meaning
of the four cases arising from an abstraction \z.[y # z]P corresponds to the four situations
when none, one or both y, z are exactly x, and hence are bound by the abstraction.

This argument can be generalized to an arbitrary number of “holes”, so that all types
Var™ = Proc have an initial algebra structure for a suitable functor. In fact, it is easy to
see that for all n:

Var™ = Var 2 Var+14---+1
\ﬂ_/
n times

Hence we can generalize (5.7) at any number of holes, as follows:

TW 214 F 4+ F x F+ Var x Var x F+
+Varx F+---+Varx F+F+---+ F+Var = F (5.8)

2n times n2 times

Correspondingly, Proposition 5.7 can be generalized as follows:
Theorem 5.10 For all n, Var™ = Proc has an initial T -algebra structure.

From the definition of 7" we can derive immediately that the recursor over higher-order
terms with n holes (i.e., contexts with n free variables) for type o has the following type:
Rect' 7' :0 = (0 —0)—=(0—0—0)—(v—ov—0—0)—

(U—>0’—>O’)—>---—>(U—>U—>0’)—><0—>0’)—>~--—>(0’—>0)—>

2n times n2 times

(v—0)—0)— (V" —1)—0
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H

Rect" " red
T'Fy (RAV.0) =7 f; (Recy ~'_redy)

il v —

T by VP — (R ATo.7.(P %)) =° (f2 (R P)) (Recy " reds)
H vt —

[y VP — 1.YQ:w" — 1.(R ATw.(P Z)|(Q T)) =7 (f3 (R P) (R Q)) (Recy —*_reds)
a v —t

I by VywVzio VP — 1. (R A\Tw.y # 2](P %)) = (fnn y z (R P)) (Recg ~*.reds)

o o
T by Yy VP — (R \iw.ly £ 5)(P 7)) =° (faz; y (R P)) 7

l1...n

I > VZ:U.V — R . T 7é 2 hod — 1 .

(Recgn*tredzlgi)

H
I'ks VP — L.(R )\[EZU.[ZEi #+ x]](P ZZ")) =7 (f44z'j (R P))
H
by VPl — (R AZ:v.(vAy:v(P y X)) =° (f5 Ay:v.(R (P y)))

i,j=1...n (Recy ' reds;)

(Rect"~*_reds)

where H is a typographic shorthand for the following hypotheses

I'tfi:o T'RHfpi:0—-0 TI'Ff3:000—-0 TI'Ffp:v—ov—o0—0
'k foj:v—0—0 T'Ffisirv—0—0 TI't fu;:0—0 (i,j=1...n)

and R is a typographic shorthand for

(Recy" ™" fi fo f3 fa1 faot .- faon fas1-- - fasn faa11- .- faann f5)
Figure 5.6: Reduction rules for higher-order recursion.

The reduction rules for higher-order recursion are in Figure 5.6. Notice that when n = 0,
these rules degenerate in those for first-order terms (Figure 5.5).

Theorem 5.11 For all n, the model U wvalidates all axioms in Figure 5.6.

Proof. A straightforward generalization of the proof of Theorem 5.9. O

5.7 Induction

In order to allow for (structural) inductive arguments, we need to extend the theory intro-
duced so far with induction principles. In this section we consider induction principles both
over plain terms (i.e., of type ¢) and over higher-order terms (i.e., of type v" — ¢ with n > 0).

5.7.1 First-order induction

The first-order induction principle we consider is presented in Figure 5.7.
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I'Fsy R:v—o0
'ty (RO)= (VP:u.(R P)= (R T.P)) =
EVP:L.(R P)=VQ:.(R Q)= (R P|Q)) =
(

(Ind")

Vy:wVzuVPu.(R P) = (R [y # z|P)) =
VP:w — .(Vz:w.(R (P z))) = (R vP)) =
VP:..(R P)

Figure 5.7: First-order induction principle.

Since the model & does not support the “proposition-as-types, proofs-as-A-terms” inter-
pretation, induction principles do not derive automatically from the recursion principles in
Section 5.6. A problem we have to deal with, is the presence of parameters, represented
by the environment T'. Actually, induction with parameters in V can be recovered from the
initial algebra property in a simple slice category defined from V (Definition B.4). In fact
the signature functor T in V can be “transferred” in this category, so that it has an initial
algebra corresponding to the initial algebra in V [Jac95].

For the sake of simplicity, and without loss of generality, in the following we consider
I'=R:1— o, where R is the predicate over terms in the induction principle.

We proceed as follows. We will work in the simple slice category V)G, where G £
Proc = Prop; over this category we will consider the functor T/G where T : V — V is the
signature functor defined in Section 5.6. We will prove that (Proc, G*(«)) is an initial T/ G-
algebra. Then, the soundness of the induction principle will derive from a usual argument
in the category V//G.

In order to prove the main statement, we need the following two results:

Proposition 5.8 The functor T is strong.

Proof. We define the strength of T as follows:

(stap)x : Ax x (TB)x — (TA x B)x
(sta,B)x ((a,ini(x))) = ini (%)
(sta,B)x ((a,in2(b))) £ ina((a, b))
(sta,p)x ({a,in((b1,b2)))) £ in3((a, b1, a, b2))
(sta,p)x({a,ina({z,y,b)))) = ina((z,y,a,b))
(sta.B)x({a,in5(b))) = ins(ba)

where b, € V(Var x V(X,_), A x B) is the natural transformation such that (b,)y ({(y, g)) =
(Ag(a), by ((y,9))))-

The commutativity of the two diagrams of Definition B.5 is proved by cases over b (see
Appendix C.0.12). O

Proposition 5.9 For every G € V, (Proc, G*(«)) is an initial T | G-algebra.

Proof. Since a € V(T Proc, Proc), G*(a) € V)JG((T)/G) proc, Proc), i.e., (Proc,G*()) is a
T/ G-algebra. It remains to show that, given any other T’/ G-algebra (B, (), there is a unique
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morphism f from Proc to B such that the following diagram in V /G commutes:

Ty G)Prog @, Proc
(T//G)fi if
(T)G)B —; B

Notice that the same diagram can be read in V as follows:

G x TProciM G x Proc
(WvaOStG',Proc>i lf
G xTB B

We define f as follows:

fx({g,0)
fx({g,7.P)
fx (g, 1| P2)
)

)

) = Bx({g,in1(x)))
) £ Bx({g,in2(fx ({9, P)))))
) £ Bx({g,in3((fx ({9, Pr)), Fx ({g, P2))))))
fx((g, [z #y|P)) £ 5X(<9,m4((55 v, fx (g, P))))
fx({g, vz)P)) = Bx ((g,in5(v8.x (Fxwiz) (Giny (9), P)))))

Commutativity of the previous diagram is proved by cases on P (Appendix C.0.13).

The uniqueness of f follows by its definition. Given any other homomorphism g :
(Proc, G*(a)) — (B, 8) such that g @ G*(a) = f o (T')/G),, rewriting the previous equality
and simplifying it according to the definitions of G*(«a) and stg proe We obtain exactly the
definition by cases of f. O
Now we have the necessary tools for proving our goal:

Theorem 5.12 The model U validates Ind', i.e., the following holds:
0Fs VYR — 0.((R0)= (VPu.(R P)= (R 1.P)) =
(VP:..(R P) = VQ:.(R Q) = (R P|Q)) =
(Vy:uVzoVPuw.(R P) = (R [y # z]P)) =
(VPw — t.(Vxw.(R (P x))) = (R vP)) =
VP:.(R P))
Proof. By Proposition 5.5, we have to prove that for all X € V the following judgment holds:
X Fpy VR — 0.((R0)= (VP:.(R P)= (Ro.P)) =
(VP:..(R P) = VQ:u.(R Q) = (R P|Q)) =
(Vy:w.Vz:u.VPu.(R P) = (R [y # 2]P)) =
(VP:v — v.(Vz:u.(R (P z))) = (RvP)) =
VP:..(R P))
By Theorem 5.1, this is equivalent to prove that, under the following assumptions

Y IF Ry (R 0),

VP:.(R P) = (R 7.P)),

VP:.(R P) = VQ:uw.(R Q) = (R P|Q)),
Vy:w.Vz:uVP:u.(R P) = (R [y # 2] P)),
VP:w — .(Vxu.(R (P 7)) = (R vP)),

Y ”_R:L—w,nR
Y ”_RZL—>O,77R
Y ”_R:L—>O,?’]R

e N N N

Y ”_R:LHOJ]R
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we have that for all Z € V, for all f € Z(Y,Z) and for all np € Procz, the judgment
Z |I—(R:LHO,P:L),<(pmcz>pmp)f(,m)mw (R P) holds. This fact amounts to say that the following
equation must hold:

p2[R:v—0,P:ibs (RP): 0] =Tolyru—opu (5.9)
Consider the following pullback in V//G:

G*(!
U ('v) 1

hl lG*(T)

Proc —=> Prop

where G = [R : + — o]. Then, from the assumptions above, we have that the following
diagram in V /G commutes (see Appendix C.0.14):

G*('rv)

/\
TU “ U

8 G*(lv) 1
T//G(h)l hl lG*(T)

T Proc W Proc —;~ Prop
Let 8 : TU — U be the unique map defined by the universal property of the pullback.
Then, (U,3) is a T//G-algebra; therefore, by initiality of Proc (existential part) there is
a map h' € V/JG(Proc,U). Moreover, again by initiality of Proc (unicity part) we have
h e h' = G*(idproc). Hence we have the following:

p=peG (idpyp) =peheh' =G (T)e G*(Iy) o I
Translating the equation in terms of the composition in the category V, we get
b= G*(T) o <7T7 G*(‘U) ° <7Ta h/>> = Tolyo W= Tolgx Proc

i.e., the thesis (5.9). 0

5.7.2 Higher-order induction

As in the case of recursion, also the induction principle can be generalized to higher-order
processes. The higher-order induction principle is given in Figure 5.8. Notice that in the
case of n = 0, this rule degenerates in that for first-order terms introduced above.

The proofs of the validity of higher-order induction principles follow the same pattern
of the first-order case, exploiting the initiality of the corresponding higher-order initial al-
gebra (see Section 5.6) and the following result which extends Lemma 7.8 of [Jac95] to the
exponentiation of functors in the category V:

Lemma 5.4 IfT :V — V is strong, then the functor Var = T (whose action on objects
is A Var = TA) is strong as well.
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'k R: (V" — 1) —o
I'Fy (R AZ0.0) = (VPU" — 1.(R P) = (R A\Zw.(1.(P ¥)))) =
VP:w" — 1. (R P) = VQ:w" — 1.(R Q) = (R \Z:w.(P 2)|(Q ¥))) =
VP:w" — 1 Vy:wVziu. (R P) = (R A\&w.[y # z|(P ¥))) =

( (Indv"—*)
E |

EVP:U” —1Vzw.(R P) = N\ (R )\fzv.[[xi # z|(P 7)) =

(

(

VP — 1 Vyw. (R P) = N/ (R AZw.[y # z;](P 7))) =
VP — 1. (R P) = A} (R ATw.[v; # x5)(P T))) =
VP — 1 (Vyu. (R ATw.(P £ y))) = (R ATw.v(P 7)) =
VP:w" — 1.(R P)

Figure 5.8: Higher-order induction principle.

Proof. Let st be the strength of T'; we define (up-to suitable isomorphisms) the strength st’
for Var = T as (st g)x £ (stA,B) xwiz) © (Ain X id), where X5 X @ {z} is the obvious
injection. More explicitly, for A, B € V and X € Var:

(stap)x: Ax X (TB)xwiay — (TAX B)xua)
(a,b) > (sta,B) xwiz} (Ain(a),b)

It is easy to check that st’ is a strength for the functor Var = T, that is, the following
diagrams commute:

(5ta,B) xw{x}

Axwizy X (IT'B) xwiz) (TA X B)xwiz)

N l(Tﬁl)Xw{w}

AinX Xid

Ax x (TB)xw{z}

(T'B) xw{a}
Ain X BmA idxstg o
Ax X (Bx X(TC) xua}) ——= Axuiz) X (BX(TC)) xw(z} —= Axufa} X (TBXC) xw(a})
lStA,BxC
~ ~ (TAX(BxC))xwiz)

A B'Ln st X5, l
(Ax xBx)X (TC)XU{;};(AXB ) xwia} X (TC) xufa) — > (T(AXB)XC) (0}

In the latter diagram, the left square is the naturality of the associativity isomorphism of
product, and the right part is the property of the strength st. O

An alternative way of validating higher-order induction principles is to exploit the result
of Section 4.5.2. Indeed, since we already proved the validity of the axioms of the Theory
of Contexts and of the first-order induction principle, the validity of higher-order induction
principles is automatically? granted since they can be derived using the proof technique
illustrated in Section 4.5.2.

4Obviously, we need to add the type of natural numbers and the related induction principle, but this can
be done in a straightforward way.
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5.8 Connections with tripos theory

As anticipated, the constructions and the results carried out in this chapter can be reread
from the point of view of tripos theory. This can be useful in order to relate our work with
other recent research on the use of functor categories to model the notions of variable binding
and freshness. Moreover, it is very funny to see how a work, which required pages and pages
of complex handmade proofs, can be obtained in less than three pages by means of general,
although quite esoteric, properties.

In the following we suppose the reader is familiar with the notions of topos [Joh77, MM92,
Bel88], Lawvere-Tierney topology and sheaf (see, e.g., [Joh77, MM92]). More precisely, in
the following we will use the following results:

1. Given a topos &, there is a (contravariant) functor Sub : £ — Set associating to
every X € & the set of its subobjects, and to every arrow f € £(X,Y) the function
Sub(f) : Sub(Y) — Sub(X) defined by Sub(f)([m]) = [f~*(m)] for any monic m with
codomain Y. Moreover, we have that the subobject classifier (2 of £ is a representing
object for Sub, i.e., Sub = £(_,Q). In general the partially ordered set Sub(X) is a
Heyting algebra and the function Sub(f) is a Heyting algebra morphism. A topos is
said Boolean if, for every X € £, the Heyting algebra Sub(X) is a Boolean algebra (in
this case Sub(f) is a morphism of Boolean algebras).

2. Given a Lawvere-Tierney topology j on the topos &, the subobject classifier, denoted by
€1, in the topos of j-sheaves Sh; &€ is the equalizer of idg and j. Actually, Q; classifies
the j-closed monomorphisms, and the subsheaves of a sheaf are exactly its closed
subobjects ([MM92], §V.2 Theorem 2). Moreover the inclusion functor I : Sh; € — &
has a left adjoint a : E — Sh; € preserving finite limits® ([MM92], §V.3 Theorem 1).
These two facts imply that there is an isomorphism between j-closed subobjects of X
and subsheaves of a(X).

3. If false is the characteristic map of the unique arrow 0 — 1 and — is the characteristic
map of false, the morphism —o —: Q — € is a Lawvere-Tierney topology on £ and
Sh--, € is a Boolean topos ([MM92], §VI.1 Theorem 3).

4. Finally if £ £ SetC for some small category C, then the functor Q defined by Qx =
Sub(€(X,-)) and Q¢(F) = Sub(E(X, f))(F) is the subobject classifier of £; so the
subobject classifier 2, in the topos of ——-sheaves is given by Q. (X) = {F |
F' is a subobject ——-closed of £(X,_)} on objects and the restriction of € on mor-
phisms.

Now, we show how these notions and results are related to the properties of Pred;. First,
notice that the closure condition (5.3) in the definition of Predy is exactly the request that
a subfunctor is closed w.r.t. the =—-topology. Indeed, following the proof of § VI.1 Lemma 4
in [MM92], the verification is straightforward: by using twice the following description of
-U, for U — A mono in Z:

(-U)x ={a|ae€ Ax and, for all h : X — Y, Ap(a) & Uy}

5The functor a is called the associated sheaf functor or the sheafification functor; for any E € £, a(E) is
called the sheaf associated to E or the sheafification of E.
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one obtains

~(-~U)x = {z |z € Fx and, for all f: X — Y, there exists Z € 7
and g € Z(Y, Z) such that Ags(z) € Uz}.

As a consequence, Pred; is the functor Sub in the topos of ~—-sheaves of 7. This immedi-
ately implies Proposition 5.3.

The previous remarks allow one to conclude that Q € 7 is precisely the subobject classifier
in the topos Shﬂﬁ(f ). Whence, Proposition 5.4 follows by observing that (2 is a representing
object for Sub (see the first point at the beginning of this section). We remark that, actually,
QO x is a two-element set.

In order to define Pred we must resort to tripos theory. In the literature there are several
slightly different definitions of tripos(see, e.g., [HIJP80, Pit81, vO91, Jac99]); the following
one, is good for our purposes:

Definition 5.6 Let C be a category with finite products. A C-tripos is a functor P : CP? —
Set such that

i) for each A € C, P(A) is a Heyting algebra
ii) for each f € C(A, B)

(a) P(f) is a homomorphism of Heyting algebras
(b) P(f) has left and right adjoints 3f and ¥ f which satisfy the Beck-Chevalley con-
dition: if
f

A——

Sy

Q
-~
=

c—r

is a pullback square then 3f o P(k) = P(g) o
for ¥ holds)

w g

h (and hence also the dual condition

i11) P, when regarded as a set-valued functor, is representable, i.e., there is an object Prop €

C such that for all A: P(A) = C(A, Prop).
Since our final goal is to show that Pred is a tripos on V, we need the following results:

Proposition 5.10 ([Pit81], Example 1.3 (i)) If £ is a topos, the functor Sub : EP —
Set carries the structure of a tripos.

Proposition 5.11 ([vO91], Prop. 1.4) IfC,D are categories with finite products, F' 4 G :
C — D, F preserves products and Predp is a tripos on D, then the functor Pred¢ defined

by

Pred¢: C®* — Set
X — Predp(F (X))

(X L~ v) — Predp(F(f))

is a tripos on C.
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As anticipated, we can now prove the following:
Proposition 5.12 Pred is a tripos on V.

Proof. Consider the adjunctions a 4 I : 7 — Sh-— Z and ()" 4 (O)* : V — I,
where a and (-)" preserve products. By Proposition 5.11 and the fact that ——=-Sub(F) =
Subgy,__(zy(a(F)), the functor Pred; is a tripos. Another application of Proposition 5.11

immediately shows that Pred is a tripos on V. O

A fundamental property of triposes is that, if C models some metalanguage then a C-
tripos models intuitionistic higher order logic over that metalanguage. This means that there
is a type for propositions, term formers for implication and universal quantification. We can
therefore interpret the logical judgment I' = ¢ which intuitively states that the proposition ¢,
involving variables from I', holds. A standard result states that intuitionistic logic is sound
w.r.t. this semantics [Pit81].

From the abovementioned results, it follows that all intuitionistic theorems hold in i/
(remember that the interpretation of logical propositions has been defined in terms of Prop
which is the representing object of Pred). Moreover, since Pred(F') is a Boolean algebra,
the logic of Pred is the full higher-order classical logic. This is a consequence of the fact
that we consider only the =—-subobjects. In other words, although we work in V, our logical
propositions ultimately live in Sh-_, Z.

5.9 Related work

The application of functor categories in the semantics of programming languages goes back
to the early '80s, when “variable” sets (i.e., objects of C) were recognized as a useful tool to
model variability of memory allocation in Algol-like languages [Rey81, Ole85]. An important
step towards the generalization of this approach has been the monad for allocation over
the category C [Mog89]. More recently, presheaf models have been extensively used for
interpreting concurrency and mobility [Sta96, FMS96, CSW97].

Recently, the use of functor categories as a semantics for HOAS has been advocated
in [FPT99, Hof99], the latter being the basis for the present work. At the same time, an
alternative approach based on Fraenkel-Mostowski set theory has been presented in [GP99].
Here we briefly illustrate the connections between these models.

In [Hof99], functor categories are used for formally justifying several logical principles
which have been previously proposed for reasoning about HOAS. In particular, metalanguage
types are interpreted as suitable objects of Set®”, where the index category C depends on
the nature of the metalanguage. A key feature of this approach (which we have exploited
in Proposition B.2) is that the interpretation of types which appear in negative position in
the types of syntactic constructors must be representable. This allows to apply the following
property:

for X € C and F € Set®” : (V(X) = F)y = Fxxy .

For instance, in the case of untyped A-calculus, whose syntax is defined by

Inductive tm : Set := isvar : var — tm | app : var X var — tm

| lam : (var — tm) — tm.

the higher-order type var — tm is interpreted as the functor Var = Tm. Since Var =
Y({}), we have that (Var = Tm)x = Tmxy(y)- In other words, functions over variables
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correspond exactly to terms with an extra variable, which can be seen as the “hole” of a
particular context such that the act of filling it resembles a capture-avoiding substitution
rather than a, possibly capturing, textual one. Thus, the interpretation of ¢m is the initial
algebra of the functor T'(A) = Var + A x A+ Var = A.

In order to interpret predicates, on the other hand, one cannot use the plain topos Set¢””,
because induction principles over higher-order types contradict the Axiom of Unique Choice.
The solution originally conceived in [Hof99], and which has been fully developed in this work,
is to resort to some tripos over the category of types.

Covariant presheaves are instead adopted in [FPT99] where a general methodology is
developed in order to associate to every binding signature a category of models which gives
a notion of initial algebra semantics. The models are presheaves which are both algebras for
the signature functor and monoids with respect to the substitution. The choice of F (that is,
the skeleton of the category of finite sets and functions) as the index category is motivated
by the operations which are allowed on environments: names swapping, contraction and
weakening. Indeed, the closure by composition of these operations generates exactly all the
functions between finite cardinals. A key feature of the category Set” is that it has a type
constructor

§:Set? — Set”  (5A)x = Axy1 (0A)n = Appig,

which is used for interpreting higher-order types like var — tm of the previous example.
Thus, the interpretation of ¢m is the initial algebra of the functor T'(A) = Var+Ax A+0A.
Clearly, 0 corresponds to the functor Var = _ in Hofmann’s approach, via the isomorphism
previously described.

However, since F alone is proposed as a framework for higher-order abstract syntax, this
work is fine for the purely algebraic aspect, i.e., terms and equations; as we have seen, in
order to reason about HOAS, F alone is inadequate since for example equality of names
cannot be expressed. The value of [FPT99] is to have placed inductive types like Proc in V
in the context of universal algebra.

A different perspective is taken in [GP99], where a metalogic for specifying and reason-
ing about formal systems with name binders is introduced using as a semantic basis the
Frenkel-Mostowski permutation model of set theory with atoms. Terms over a signature
with binders are interpreted as an inductive element of the universe of FM-sets. In other
words, the quotient with respect to a-equivalence is applied only to the interpretation of
binding constructors, instead of being applied to the whole initial algebra (like in the case of
a pure first-order syntax approach). Processes with free names are modeled as equivalence
classes of name-process pairs, obtained by the atom abstraction operation: for each variable
x and FM-set A, there is a FM-set x.A, the atom abstraction of A over x, defined by

v AE{(y,(yx)-A)|ye VarA(y=axVy#A)}

where (y z) - A is the variable transposition, and y#A is the apartness (which intuitively
means that y does not occur “free” in A). Then, the FM-set of abstractions over variables
of elements of A is defined by

[Var|A = {b| 3z € Var.3a € A.(b=z.a N 2#A)} .

Thus, if A is the interpretation of some syntactic class, [Var]A gives the interpretation of
contexts of type A. In our running example, the interpretation of tm is the FM-set defined
as the least fixed point of the (FM-set valued) function F,(A) = Var + A x A + [Var]A.
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As a result, the usual arguments about least fixed points allow for deriving induction and
recursion principles over the higher-order abstract syntax.

In order to highlight the close connection between this latter approach and the previous
ones, notice that the universe of sets used in [GP99] is the category of the perm(Var)-sets
with finite support and equivariant functions. This is very closely related to the so-called
Schanuel topos®, which is isomorphic to the category of sheaves over Z° for the =—-topology
(IMM92], § II1.9). As we have noticed in Section 5.8, this category is exactly the topos
we have used in our model for the interpretation of logical judgments. Both Sh--(Z) and
the Schanuel topos embed in Z, which is related to V by the adjunction of Proposition 5.2.
The reason we could not use Sh--(Z) to interpret terms and functions and resorted to V
instead was precisely that otherwise processes would not be an inductive type with v — ¢
(as opposed to equivalence classes of pairs) among the argument types of the constructors.

A final remark is about the peculiar behaviour of the interpretation of abstraction and
instantiation in [GP99]. In our approach both can be rendered naturally using the features
of the metalanguage: the first as A-abstraction, the latter as application. On the other hand,
notice that instantiation AQx in FM is only partially defined, i.e., when x is not in the
support of A, i.e., the free variables of A. Actually, the abstraction set of FM has a clear
correspondent in our categorical setting. Recall that in our model, the type constructor
" is interpreted exactly as the exponentiation Var = _: V — V (Section 5.4.2).
The corresponding operation in Z via the adjunction (i.e., the restriction) is not the usual
exponentiation of Z, but only a certain arrow Var — _: Z — 7 which is the right adjunct of
a suitable tensor product. This arrow corresponds exactly to the exponent in the Schanuel
topos, and ultimately it corresponds to [Var]- of FM. Using such a somewhat “linear”
exponentiation has the advantage that, like in any topos, the Axiom of Unique Choice holds
and thus it can be consistently assumed.

“U s

5Indeed, the Schanuel topos can be defined so that its objects are the elements with empty support of the
universe of FM-sets. In order to get at FM-sets with non-empty support within the Schanuel topos, one must
consider internal families of subobjects.
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Case studies

This chapter is devoted to the presentation of two case studies on the applicability of the
Theory of Contexts to the formal development of the metatheory of nominal calculi. More
precisely, the former concerns the well-known untyped A-calculus, while the second deals with
the Ambient Calculus and the related modal logic introduced in [CGO00] and further extended
in [CGO1]. Both case studies follow the research line started with the formal development
of the metatheory of the m-calculus in [HMSO01b] and continued in [MicOla] with the formal
development of the theory of capture-avoiding substitution for a HOAS-based encoding of
untyped A-calculus. The main motivation in pursuing this investigation of the applicability
of the Theory of Contexts to “real” and complex case studies is the hope to get some hints on
the expressive power of its axioms. Indeed, despite the fact that we have proved in Chapter 5
their soundness, we have not yet a completeness result w.r.t. some known theory.

6.1 a-equivalence for the untyped A\-calculus

In this section we present a case study concerning the formalization of a-equivalence for the
untyped A-calculus. Despite the fact that in every textbook or introductory course on A-
calculus, the a-equivalence relation is presented as a trivial or natural notion (often without
an explicit axiomatization, but only a short definition in words followed by some examples!),
its formalization in a type theory-based logical framework reveals many subtleties. Actu-
ally, a-equivalence can be defined rigorously in more than one way; for instance, besides
the “conventional” one [Bar81], there is the variant used by McKinna-Pollack [MP99], and
Gabbay-Pitts’ alternative, based on the notion of variable transposition [GP99, GP01]. It is
therefore natural to show formally that these three definitions are really equivalent. More-
over, the development of the metatheory, namely the proofs of the reflexivity and transitivity
of a-equivalence, requires to show a non-trivial invariance property with respect to variable
renamings. It is interesting to notice that such a property plays the same role of similar re-
naming results needed in the formal development of the metatheory of well known nominal
calculi (namely, Lemma 6 of [MPW92] part II for the 7-calculus and Lemma 2-3 of [CGO1]
for the ambient calculus). In other words, it seems that nominal calculi enjoy a common

!Commonly, a-equivalence is presented as a convention allowing to identify A-terms which differ only by
a change of bound variables with fresh ones.
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property stating that we can freely replace a name/variable in a proof with a fresh one. This
corresponds to the notion of equivariance (see [Pit01b]).

6.1.1 Encoding the untyped M-calculus

We recall that the syntax of untyped A-calculus is defined by the following grammar:
A M :=x| MN | Ax.M,

where z € V (V is an infinite set of variables). Obviously, since we want to encode a-
equivalence of A-terms and reason about its (meta)properties, we cannot use a HOAS-based
approach for representing the binder A\. Otherwise a-equivalence would be automatically
granted by the metalanguage and could not be accessed at the object level.

In the following we will denote by ¥, the signature of the present case study; starting
from an empty one, we will progressively add the needed constants. So, we proceed by
introducing the first constant, namely, a type var representing the set of variables:

Parameter var: Set.

More precisely, since the set var has no constructors, variables of the object language will be
represented by variables of Coq of type var. It is worth noticing that, even if we are going
to give a plain first-order encoding of A-terms, we cannot take var as an inductive type if
we want to take advantage of the axioms of the Theory of Contexts. Indeed, as we notice
in Chapter 4 (Section 4.4), those axioms, namely, the extensionality law, would give rise to
inconsistencies in presence of an inductive encoding of the type of variables.

The set of A\-terms is represented by the following inductive type:

Inductive tm : Set :=
is_var : var -> tm | app : tm -> tm -> tm | lam : var -> tm -> tm.

In the following, for X £ {z1,...,z,} C V finite, we will denote by Ay the set {M | M €
A, (M) C X}, where v(M) is the set of all the variables occurring (free, binding, or bound)
in M. Moreover, we will denote by I'x the typing environment given by:

{x1:var,...,xn:var} U{dij :"(xi=xj) |1 <i<j<n}

Finally tmy will represent the canonical forms M (i.e. (n-head normal forms) of type tm
such that I'x Fx, M: tm. As we can see, there is a one-to-one correspondence between the
productions of the grammar defining the syntax of the object language and the constructors
of type tm. This fact is formalized by the encoding and decoding functions depicted in
Figure 6.1 and by the following adequacy result:

Proposition 6.1 For each X C V finite, e[)“( s a compositional bijection between Ax and
tmyx.

Proof. Standard, using the definitions in Figure 6.1 and proceeding by induction on the
structure of A-terms and of canonical forms of type tm. O
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& Ax — tmy 5% ¢ tmy — Ay
X (MN) £ (app 4 (M) & (N x((app MN)) = o5 (M)ox (N
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Figure 6.1: Encoding and decoding functions for the untyped A-calculus.
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Figure 6.2: Non-occurrence predicate for the untyped A-calculus.

6.1.2 The Theory of Contexts for the untyped A-calculus

Before introducing the properties of the Theory of Contexts, we need to define an auxiliary
binary predicate in order to formalize the notion of non-occurrence (neither free nor bound)
of a variable in a A-term. This notion of “freshness” is rendered by means of the following
inductive predicate:

Inductive notin [x:var]: tm -> Prop :=
notin_var: (y:var)~x=y -> (notin x (is_var y))
| notin_app: (M,N:tm) (notin x M) -> (motin x N) -> (notin x (app M N))
| notin_lam: (y:var)(M:tm)(notin x M) -> “x=y -> (notin x (lam y M)).

As anticipated, the intuitive meaning of (notin x M) is that the variable x does not occur
(neither free nor bound) in the M. It is clear that the definition of the notin predicate is
directly driven by the inductive definition of type tm (one case for each constructor of tm).
The next adequacy result states that notin represents the predicate ¢§> whose rules (as one
would write them “on paper”) are depicted in Figure 6.2.

Proposition 6.2 (Adequacy of notin) 1. (Soundness) Let X C V finite, z € V, if t
is a canonical form such that T x ;3 Fsy t @ (notin x M), then we have x ¢ 5% (M).

2. (Completeness) Let X C V finite, x € V, M € Ax, then if x §Z{} M there is a canonical
form t such that T'x(y) s, t: (notin x & (M)).

Proof. This result can be proved easily by means of Proposition 6.1 and the following
techniques:

1. (Soundness) induction on the structure of the normal forms t.

2. (Completeness) induction on the structure of the derivation of the non-occurrence
judgment. O
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The notin predicate will allow us, by means of the unsaturation axiom of the Theory of
Contexts, to always have at hand fresh variables whenever this is needed.

Even if there are no higher-order constructors in the definition of the type tm, all the
axioms of the Theory of Contexts turned out to be useful or even necessary in the formal
development illustrated in the next sections. As the type var is concerned we assume that
the equivalence between names is decidable:

Axiom dec: (x,y:var)x=y \/ “x=y.

Obviously, in the case of a logical framework implementing classical logic this axiom is an
instantiation of the law of excluded middle and does not need to be explicitly assumed.

The second axiom about the type var is the unsaturation, but here we prefer to assume
a “general” form which is independent from the particular syntax of the object language.
Hence, we introduce a type encoding (finite) lists of variables:

Inductive var_list: Set :=
empty: var_list | comns : var -> var_list -> var_list.

The next step is to define a predicate notin_list allowing to express the non occurrence of
a variable in a given list:

Inductive notin_list [x:var]: var_list -> Prop :=
notin_empty: (notin_list x empty)
| notin_cons : (y:var)(1l:var_list) x=y -> (notin_list x 1) ->
(notin_list x (cons y 1)).

At this point we can introduce the following general axiom of unsaturation:
Axiom unsat_list: (l:var_list) (Ex [x:var](notin_list x 1)).

It simply states that, for every list of variables, we can always pick a new variable not
occurring in it. The usual unsaturation axiom of the Theory of Contexts can be derived
from unsat_list by means of the following result:

Lemma TM_VAR_LIST: (M:tm)
(Ex [1l:var_list] (x:var) (notin_list x 1) -> (notin x M)).

The previous lemma states that, for every term M, there is a list of variables such that if a
given variable does not occur in the list, then it cannot occur in M either. The proof is an
easy induction on the structure of M. As anticipated, we can now derive the unsaturation
property for terms of type tm:

Lemma UNSAT: (M:tm) (Ex [x:var](notin x M)).

The lack of higher-order constructors in tm allows us to derive the axiom of J-expansion
for plain terms by means of an easy structural induction on M:

Lemma EXP: (M:tm) (x:var) (Ex [N:var->tm] (notin_context x N) /\ M=(N x)).

The decidability of occur checking is also derivable by means of an easy structural in-
duction over M:

Lemma NOTIN_DEC: (M:tm) (x:var) (notin x M) \/ (isin x M).
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where (isin x M) holds if and only if the variable x occurs in M. For the sake of completeness,
we also give the inductive definition of the isin predicate:

Inductive isin [x:var]: tm -> Prop:=
isin_var: (isin x (is_var x))
| isin_app: (M,N:tm)(isin x M) \/ (isin x N) -> (isin x (app M N))
| isin_lam: (y:var) (M:tm)x=y \/ (isin x M) -> (isin x (lam y M)).

Like in the case of the dec axiom, in a classical logical framework this result could be obtained
as a special case of the law of excluded middle, provided that (isin x M) is equivalent to
(notin x M) (this is not difficult to prove).

On the other hand, the extensionality and monotonicity axioms still have to be postu-
lated:

Axiom ext: (F,G:var—->tm) (x:var) (notin_context x F)->(notin_context x G)—>
(F x)=(G x) —> F=G.

Axiom notin_mono: (M:var->tm) (x,y:var) (notin x (M y))->(notin_context x M).
where notin_context is the following abbreviation:
Definition notin_context:=[x:var] [F:var->tm] ((y:var) “x=y->(notin x (F y))).

Interestingly, it is possible to derive the following result by structural induction on A (using
ext and EXP):

Lemma PRE_NOTIN_MONO: (A:tm) (M:var->tm) (z:var) (notin_context z M) -> A=(M z)
-> (x,y:var) (notin x (M y)) -> (notin_context x M).

However, the previous lemma is not sufficient in order to derive the monotonicity; indeed,
in order to achieve such a result, we should be able to provide a term A and a variable z
not occurring in the context M such that A=(M x), while our unsaturation result works only
for terms of type tm, not for functional terms of type var->tm. Ironically enough, the lack
of a higher order constructor of the type tm is the main reason for this failure. Actually, in
the case of a HOAS-based encoding the type of lam would be (var->tm)->tm and we could
prove the unsaturation result for contexts by eliminating UNSAT over the first order term
(lam M).

In order to give an idea of the expressive power of the Theory of Contexts, we mention
here that with the signature given so far, it is possible to derive a higher-order induction
principle. More precisely, we have the following result:

Lemma HO_TM_IND: (P:(var->tm)->Prop)
((x:var) (P [_:var](is_var x))) ->
(P is_var) ->
((M,N:var->tm) (P M)->(P N)->(P [x:var](app (M x) (N x))))->
((M:var->tm) (P M) -> (P [x:var](lam x (M x)))) ->
((y:var) (M:var->tm) (P M) -> (P [x:var](lam y (M x)))) ->
(M:var->tm) (P M).

The proof technique is the same used in the lemma PRE_NOTIN_MONQO: we first prove a weaker
result, i.e.:



100 CHAPTER 6. CASE STUDIES

Lemma PRE_HO_TM_IND: (M:tm) (x:var) (N:var->tm)
(notin_context x N) -> M=(N x) ->
(P: (var->tm)->Prop)
((x:var) (P [_:var](is_var x))) -> (P is_var) —->
((p,q:var->tm) (P p) -> (P q) —>
(P [x:var](app (p x) (q x)))) —>
((p:var->tm) (P p) -> (P [x:var](lam x (p x)))) —>
((y:var) (p:var->tm) (P p) —> (P [x:var](lam y (p x))))—>
(P N).

by structural induction on M. The -expansion and extensionality axioms (resp. EXP and
ext) play a fundamental role in the proof; indeed, the structural induction on terms of type
tm automatically generated by the Coq proof assistant provides only information related to
the structure of M, but in order to conclude we must know the structure of the context N.
This important step is accomplished in the following way: since we know by hypothesis that
M=(N x), we can expand M into (M’ x), such that (notin_context x M’) holds. It follows
that (N x)=(M’ x), whence, by means of extensionality, we obtain N=M’ which provides the
information about the structure of N we were looking for. A practical example will make
things more clear: let us suppose we are working on the case where M=(app A B). So, we
expand M w.r.t. the variable x, but this means expanding both A and B w.r.t. the variable
x obtaining two contexts A’ and B’ such that A=(A’ x), (notin_context x A’), B=(B’ x)
and (notin context x B’). Hence, we obtain that M=(app (A’ x) (B’ x)) holds and con-
sequently (N x)=(app (A’ x) (B’ x)). It follows by extensionality that N=([_:var] (app
(A ) (B’ .))), whence we know that the context N is an application context.

Now, in order to obtain HO_TM_IND, we need to provide a term A and a variable z not
occurring in the context M such that A=(M x). This time we can do it because the higher-order
unsaturation can be derived from UNSAT and notin mono:

Lemma HO_UNSAT: (M:var->tm) (Ex [x:var] (notin_context x M)).

Hence, in order to conclude, we can choose the variable, say z, provided by eliminating
HO_UNSAT over M and the term (M z).

6.1.3 Encoding the a-equivalence relation (I)
We take as a starting point the following definition taken from [Bar81]:

Definition 6.1 (i) A change of bound variables in M is the replacement of a
part Ax.N of M by \y.(N[x := y]) where y does not occur (at all) in N. (Because
y is fresh there is no danger in the substitution Nz := y]).

(i) M is a-congruent with N, notation M =, N, if N results from M by a series
of changes of bound variables.

It is clear that a fresh renaming mechanism lies at the very heart of the notion of a-
equivalence. Hence, we must first approach the problem of representing the mechanism
of changing a bound variable with a fresh one in a A-term. This task is accomplished by
introducing the following inductive predicate:

Inductive change_var [x,y:var]: tm -> tm -> Prop :=
change_var_varl: (change_var x y (is_var x) (is_var y))
| change_var_var2: (z:var) x=z -> (change_var x y (is_var z) (is_var z))
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oo :_y} —y (CV_VARI)
z[xii]zzz (CV_VAR2)
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Figure 6.3: Changing a variable in a A-term.

| change_var_app: (R,S,R’,S’:tm)
(change_var x y R R’) -> (change_var x y S S’) ->
(change_var x y (app R S) (app R’ S7))

| change_var_laml: (M,M’:tm)(change_var x y M M°) ->
(change_var x y (lam x M) (lam y M’))

| change_var_lam2: (M,M’:tm)(z:var) x=z -> (change_var x y M M’) ->
(change_var x y (lam z M) (lam z M’)).

Intuitively, (change var x y M N) holds if and only if the term N is the result of replacing
each occurrence (free or bound) of x with y in M. Whence, if M £ €} (M) and N = €} (N), then
(change var x y M N) represents the change of variable N = M|z := y]. More formally,
the following result states the adequacy of change var w.r.t. the predicate whose inference
rules are depicted in Figure 6.3.

Proposition 6.3 (Adequacy of change var) 1. (Soundness) Let X C 'V finite, x,y €
V, if t is a canonical form such that T xy(,,0 s, t: (change var x y M N), then we
have 6% (M) [z := y] = 55 (N).

2. (Completeness) Let X C V finite, v,y € V, M, N € Ax, then if M[x := y] = N there
s a canonical form t such that

Cxufey) Py t 0 (change var x y X (M) X (N)).

Proof. Also this result can be proved trivially by the same technique specified in Proposi-
tion 6.2. O

Obviously, changing a variable “blindly” (i.e., without checking if the new one is fresh)
by means of change _var could yield a problem of capturing occurrences of variables which
were free before performing the replacement. An example will make things clear: consider
the term (lam x (app x y))= e{{\Ly}()\x.:ny), then we can derive (change_var y x (lam
x (app x y)) (lam x (app x x))) which corresponds to the following equation “on the
paper”:

(Az.zy)ly := 2| = Av.xx
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It is clear that the free occurrence of y in Az.xy has been captured once replaced by z. As
a consequence the A-terms Az.xy and Az.xzx are not a-equivalent. Hence, in order to avoid
such a danger, we must be sure that, when we are going to replace a variable in a A-term,
the new one is fresh. This is where our auxiliary predicate notin comes into play, i.e., we
are now ready to introduce the inductive predicate encoding the notion of a-equivalence:

Inductive alphaBar: tm -> tm -> Prop:=
alphaBar_var : (x:var)(alphaBar (is_var x) (is_var x))

| alphaBar_app : (M,M’,N,N’:tm)(alphaBar M M’) -> (alphaBar N N’) ->
(alphaBar (app M N) (app M’ N’))

| alphaBar_laml : (x:var)(M,N:tm) (alphaBar M N) ->
(alphaBar (lam x M) (lam x N))

| alphaBar_lam2 : (x,y:var)(M,N:tm) (notin y M) ->
(change_var x y M N) -> (alphaBar (lam x M) (lam y N))

| alphaBar_trans: (M,N,R:tm)
(alphaBar M R) -> (alphaBar R N) -> (alphaBar M N).

The first three constructors are congruence rules, the fourth one is the change of bound
variables rule, while the last one is transitivity (recall that two terms can differ by a series
of changes of bound variables).

Proposition 6.4 (Adequacy of alphaBar) 1. (Soundness) Let X C V finite, if t is a
canonical form such that I'x Fx,, t : (alphaBar M N), then we have 6x (M) =, dx (N).

2. (Completeness) Let X C V finite, M, N € Ax, then if M =, N there is a canonical
form t such that I'x 5, t: (alphaBar ex(M) ex(N)).

Proof. Again, this result easily follows applying the same technique used in the previous
adequacy propositions. O
Thanks to the previous adequacy theorem, alphaBar can be regarded as a specification
which the subsequent definitions we are going to investigate must fulfill in order to faithfully
represent the notion of a-equivalence.

6.1.4 Encoding of a-equivalence (II)

The presence of rule alphaBar_trans in our first encoding of a-equivalence is rather prob-
lematic from the point of view of a computer assisted formal development. Indeed, if we
need to invert an hypothesis of type (alphaBar M N) during a proof in order to acquire some
information on the structure of the arguments M and N, among the other subgoals we obtain
a case where our initial hypothesis has been replaced by two new hypotheses (alphaBar M
R) and (alphaBar R N) for a generic R. Hence, no useful information is provided and we
are stuck, since inverting again would yield another subcase of this kind and so on. In order
to overcome this kind of difficulty, we need an alternative axiomatization of a-equivalence
where all the rules enjoy the subformula property. This is the approach taken in [MP99];
mutatis mutandis their alternative formulation gives rise to the following inductive predicate:

Inductive alphaMKP: tm -> tm -> Prop:=
alphaMKP_var: (x:var)(alphaMKP (is_var x) (is_var x))
| alphaMKP_app: (M,M’,N,N’:tm)(alphaMKP M M’) -> (alphaMKP N N’) ->
(alphaMKP (app M N) (app M’ N’))
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| alphaMKP_lam: (x,y,z:var)(M,M’,N,N’:tm)
(notin z M) -> (motin z N) ->
(change_var x z M M’) -> (change_var y z N N’) ->
(alphaMKP M’ N’) -> (alphaMKP (lam x M) (lam y N)).

The first two constructors (alphaMKP_var and alphaMKP_app) do not deserve any comments
since they represent congruence rules, while the alphaMKP_lam constructor is not completely
trivial. It states that, in order to conclude that the terms Ax.M and Ay.IN are equivalent,
we must pick a fresh name z (not occurring at all in M and N) and prove that M|z := z] is
a-equivalent to N[y := z|. That is, two terms are a-equivalent if and only if they differ by
a series of changes of bound variables (see Definition 6.1).

Before formally proving the equivalence of alphaBAR and alphaMKP we need to show that
alphaMKP is preserved by the lam constructor and that it is transitive. Hence, we delay the
equivalence result to Section 6.1.6, when all the necessary lemmata will have been derived.

6.1.5 Formal metatheory of a-equivalence

For the reason illustrated in the previous section (impossibility of using inversion on hy-
potheses of type (alphaBar A B)), we stick to our second encoding in order to carry out
a formal development of the metatheory of a-equivalence. However, all the results can be
easily “ported” to the first encoding thanks to the equivalence result proved in Section 6.1.6.

Naturally, the first thing one would like to prove in Coq about an encoding of the a-
equivalence is that it is indeed an equivalence, i.e., a reflexive, symmetric and transitive
relation. However, the initial enthusiasm ends shortly at the first attempt to prove the
reflexivity property:

Lemma ALPHAMKP_REFL: (A:tm) (alphaMKP A A).

Indeed, the “natural” approach is to proceed by structural induction on A, but when we
must solve the last subgoal (related to the lam constructor), we have a non trivial problem
to deal with. More precisely, the proof context is the following;:

A : tm
v : var
t ¢ tm
H : (alphaMKP t t)

(alphaMKP (lam v t) (lam v t))

Hence, in order to proceed, applying the appropriate introduction rule (alphaMKP_lam), we
must supply a fresh name yielded by the unsaturation axiom. Thus, after some easy steps
we get the following:

A : tm

v : var

t : tm

H : (alphaMKP t t)
X : var

H2 : (notin x t)
HO : "x=v

x0 : tm
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H1 : (change_var v x t x0)

(alphaMKP (lam v t) (lam v t))

Now, we are ready to apply the rule alphaMKP_lam with arguments x (the fresh name which
will replace v in t) and x0 (the result of replacing x for v in t). The result of this step is:

A : tm

v : var

t : tm

H : (alphaMKP t t)
X : var

H2 : (notin x t)
HO : "x=v

x0 : tm

H1 : (change_var v x t x0)

(alphaMKP x0 x0)

At his point we are stuck because we know that (alphaMKP t t) holds but we have to
prove that (alphaMKP x0 x0) holds. Translating the problem in terms of informal proofs
with “pencil and paper”, this means that we must prove Afv := z] =, A[v := x| knowing
that A =, A, z # v and x ¢§> A. Later on, proving the transitivity of alphaMKP and
the internal equivalence between alphaMKP and the second encoding alphaGP of the a-
equivalence relation, we will need a more general result stating that we can derive Alx :=
Y| =a B[z := y] knowing that A =, B, z # y and y ¢{> A, B. This is exactly the renaming
result mentioned in Section 6.1; once formulated in Coq, it appears as follows:

Lemma ALPHAMKP_RW: (A,B:tm)(alphaMKP A B) ->
(x,z:var) (notin z A) -> (notin z B) ->
(A’ :tm) (change_var x z A A’) ->
(B’ :tm) (change_var x z B B’) -> (alphaMKP A’ B’).

In order to prove ALPHAMKP_RW, a naive approach would be to use the induction principle
for the predicate alphaMKP, automatically generated by the Coq proof assistant. However,
this attempt fails when we face the case where the last rule used in the derivation of the
judgment (alphaMKP A B) is alphaMKP_lam. Indeed, in order to prove this step, we need to
apply the inductive hypothesis to any proof smaller than the induction variable. In other
words, we need a complete induction principle; in order to derive it, we define the following
predicate:

Inductive 1: tm -> nat -> Prop:=
l_var : (x:var) (1l (is_var x) 0)
| 1_app : (M,N:tm)(nl,n2:nat)
(1 Mn1) -> (L Nn2) -> (1 (app M N) (S (plus nl n2)))
| 1_1lam : (x:var)(M:tm)(n:nat)(1 M n) -> (1 (lam x M) (S n)).

Intuitively, (1 M n) holds if and only if the term M of type tm contains n occurrences of the
app and lam constructors. It follows that 1 can be taken as a measure of a term of type tm;
moreover, if N is a proper subterm of M and (1 N n1) and (1 M n2) hold, we have that (1t
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ni n2) holds?. Hence, we can “mimick” a complete induction principle on the structure of
terms of type tm proceeding by complete induction on natural numbers. Again, the latter
principle is not automatically provided by Coq, but it can be easily derived:

Lemma NAT_IND: (P:nat->Prop)
(P 0) -> ((n:nat) ((m:nat) (At mn) -> (P m)) -> (P n)) —>
(n:nat) (P n).

Now, we can prove the following result applying NAT_IND:

Lemma PRE_ALPHAMKP_RW: (n:nat)(A:tm)(1 A n) -> (B:tm) (alphaMKP A B) ->
(x,z:var)~(x=z) -> (notin z A) -> (notin z B) ->
(A’ :tm) (change_var x z A A’) —>
(B’ :tm) (change_var x z B B’) ->
(alphaMKP A’ B’).

During the proof development of the previous lemma there is a wide use of the fact that the
measure of a term of type tm is preserved by changing variables in it:

Lemma L_CHANGE_VAR: (A:tm)(n:nat)(1 A n) —>
(x,y:var) (B:tm) (change_var x y A B) -> (1 B n).

Hence, we can obtain ALPHAMKP_RW from PRE_ALPHAMKP RW and the following lemma, stating
that every term of type tm has a measure:

Lemma L_TOT: (A:tm)(Ex [n:nat](1 A n)).

Continuing with our attempt to formalize the metatheory of the a-equivalence relation,
we have to prove that alphaVMKP is a symmetric relation:

Lemma ALPHAMKP_SYM: (A,B:tm)(alphaMKP A B) -> (alphaMKP B A).

The proof is a straightforward structural induction on the judgment (alphaMKP A B), since
the introduction rules of alphaMKP are clearly symmetric.

As to the transitivity of alphaMKP, this represents another big challenge. Indeed, an
attempt to prove it by induction on the derivation of the judgment of type (alphaMKP A
B) using the principle provided by Coq fails when we must face the case relative to the rule
alphaMKP_lam. The reason is that the induction hypothesis is too weak; actually, the proof
context is the following:

: tm

: tm

(alphaMKP A B)
. var

. var

. var

. tm

> otm

. tm

: tm

Z REN<S XM TODm >

=

2In Coq 1t (standing for less than) is a binary predicate on natural numbers which holds if and only if the
first argument is strictly smaller than the second one.
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HO : (notin z M)

H1 : (notin z N)

H2 : (change_var x z M M’)

H3 : (change_var y z N N’)

H4 : (alphaMKP M’ N’)

H5 : (C:tm) (alphaMKP N’ C)->(alphaMKP M’ C)
C : tm

H6 : (alphaMKP (lam y N) C)

(alphaMKP (lam x M) C)

Whence, inverting hypothesis H6, we obtain:

A : tm

B : tm

H : (alphaMKP A B)

X : var

y : var

z : var

M : tm

M’ : tm

N : tm

N’ : tm

HO (notin z M)

H1 (notin z N)

H2 : (change_var x z M M’)
H3 : (change_var y z N N’)
H4 (alphaMKP M’ N’)

H5 : (C:tm) (alphaMKP N’ C)->(alphaMKP M’ C)
C : tm

yO : var

z0 : var

M’0 : tm

NO : tm

N’0 : tm

H7 : (notin z0 N)

H8 : (notin z0 NO)

H9 : (change_var y z0 N M’0)
H10 : (change_var yO z0 NO N’0)
Hi1 : (alphaMKP M’0 N’0)

(alphaMKP (lam x M) (lam yO NO))

The next step would be to use the unsaturation axiom in order to obtain a name, say u,
fresh in M, N and NO (since neither z nor z0 enjoys this property). Then, applying rule
alphaMKP_lam we would have to prove that the term obtained changing the variable x with u
in M is a-equivalent to the term obtained changing the variable yO with u in NO. However, the
only way available to accomplish this is using the induction hypothesis H5 which is clearly
too weak. Actually, it only holds for renamings of M and N where x and y are replaced
by z. In order to obtain the right induction hypothesis, we follow an approach pioneered
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in [MP99], i.e., we define another equivalence relation alphaMKP’ with the appropriate rule
for the lam constructor. Then, we prove its transitivity and, finally, we show that it is
formally equivalent to alphaMKP. As anticipated, the definition of alphaMKP’ differs from
that of alphaMKP only for the rule of the lam constructor:

alphaMKP’ _lam: (x,y:var)(M,N:tm)
((z:var) (M’ ,N’ :tm) (notin z M) -> (notin z N) ->
(change_var x z M M’) -> (change_var y z N N’) ->
(alphaMKP’ M’ N’)
) —> (alphaMKP’ (lam x M) (lam y N)).

Obviously, the transitivity of alphaMKP’ requires a renaming result similar to ALPHAMKP RW
and it is proved with the same technique.

As a pragmatic remark, we notice that in the abovementioned proofs involving the pred-
icate 1, in order to prove the subgoals of the form (1t nl n2), we used the Coq library
Omega which completely automatizes such cases, freeing the user from proving tedious aux-
iliary lemmata3.

For the sake of completeness, we list here a set of properties about change _var which
have been useful in proving both the abovementioned results and the rest of our formal
development.

o If B=A[x:=y| and C = A[x :=y|, then B = C":

Lemma CHANGE_VAR_DET: (A,B:tm)(x,y:var)(change_var x y A B) ->
(C:tm) (change_var x y A C) -> B=C.

e For every A € A, z, y € V, there exists B such that B = Az := y]:
Lemma CHANGE_VAR_TOT: (A:tm)(x,y:var) (Ex [B:tm](change_var x y A B)).
o If B=Alx:=2z],y+# zand y &5 A, then y ¢35 B:

Lemma CHANGE_VAR_NOTIN: (x,z:var)(A,B:tm)(change_var x z A B) ->
(y:var) " (y=z) -> (notin y A) -> (notin y B).

o If B=Alx:=y] andx;&y,thenxgéeB:

Lemma CHANGE_VAR_NOTIN2: (x,y:var) (A,B:tm)
(change_var x y A B) -> "x=y -> (notin x B).

e If B=Alz:=y],y ¢$ A, and C = B[y := z|, then C = Az := z|:

Lemma CHANGE_VAR_COMP: (x,y:var) (A,B:tm)
(change_var x y A B) -> (notin y A) —->
(z:var) (C:tm) (change_var y z B C) ->
(change_var x z A C).

3Someone could find that there are some eschatological insights into the computer assisted proof develop-
ment activity since, in order to formalize the metatheory of the a-equivalence, one resorts to use a library
named §2.
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o If B=Alx:=2|, 2 gé{} A, and C = A[x :=y|, then B = C[y := z:

Lemma CHANGE_VAR_COMPINV: (x,z:var) (A,B:tm)
(change_var x z A B) -> (notin z A) ->
(y:var) (C:tm) (change_var x y A C) —->
(change_var z y B C).

o Ify §é<\; A and B = Alzr :=y], then B = Ay := z|:

Lemma CHANGE_VAR_INV: (x,y:var)(A,B:tm)(notin y A) ->
(change_var x y A B) -> (change_var y x B A).

e If B=Ax =y, z # 2,y # 2z, x #v, C = Bz :=v] and D = Alz := v], then
C =Dz :=y]:

Lemma CHANGE_VAR_COMM: (x,y:var)(A,B:tm)(change_var x y A B) ->
(z,v:var) (C:tm) " (x=z) -> ~(y=z) -> ~(x=v) ->
(change_var z v B C) —>
(D:tm) (change_var z v A D) ->
(change_var x y D C).

o If N = Mz :=z|, then M = N:
Lemma CHANGE_VAR_ID: (M,N:tm)(x:var)(change_var x x M N) -> M=N.
o If 2 ¢ Aand B := Afz :=y], then A = B:

Lemma CHANGE_VAR_ID2: (x,y:var)(A,B:tm)(notin x A) ->
(change_var x y A B) -> A=B.

. IfB:A[:U::y],ygéﬁAandygé{}B,thenA:B:

Lemma CHANGE_VAR_ID3: (A,B:tm)(x,y:var)(change_var x y A B) ->
(notin y A) -> (notin y B) -> A=B.

6.1.6 Formal equivalence of alphaBar and alphaMKP

As anticipated in Section 6.1.4, we formally proved in Coq the equivalence of alphaBar and
alphaMKP:

Lemma ALPHABAR_ALPHAMKP: (A,B:tm) (alphaBar A B) -> (alphaMKP A B).

Lemma ALPHAMKP_ALPHABAR: (A,B:tm) (alphaMKP A B) -> (alphaBar A B).

Both proofs proceed by structural induction on the derivation of the respective premises. In
the former case we needed the closure under the lam constructor of alphaMKP, its reflexivity
and transitivity. In the latter case instead, we used the reflexivity of alphaBar (which
is trivial to prove). For the sake of completeness we give here the Coq statements of the
abovementioned auxiliary lemma stating that alphaMKP is preserved by the lam constructor:

Lemma ALPHAMKP_LAM: (M,N:tm) (alphaMKP M N)->
(x:var) (alphaMKP (lam x M) (lam x N)).
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xeV
T ~T
My ~ Mj My ~ M,
MMy ~ M{M,
(zz)- M~ (2y) M
Ax.M ~ \y.M’

(GP-a-VAR)

(GP-a-APP)

(z does not occur in M, M') (GP-a-LAM)

Figure 6.4: Gabbay-Pitts alternative definition of a-equivalence.

6.1.7 Encoding the a-equivalence relation (III)

In [GP99], an alternative formulation of the a-equivalence relation, relying on variable-
transpositions, has been proposed and proved to be equivalent to the “conventional” def-
inition on paper. In this section we will show how the HOAS-encoding approach can be
fruitfully exploited in order to encode the abovementioned alternative definition; moreover,
by means of the Theory of Contexts, we will formally prove the equivalence of this encoding
and the one illustrated in Section 6.1.4.

In the following we will use the notation introduced in [GP99] to denote the operation of
variable-transposition. Hence, (y x) - M stands for the transposition of all the occurrences
(both free and bound) of = and y in the term M (in other words all the occurrences of = are
replaced by occurrences of y and vice versa).

As proved in [GP99], despite the fact that this operation is more basic than other more
common notions of renaming (namely, textual and capture-avoiding substitution), it can be
used to give an alternative definition of a-equivalence. Indeed, the latter coincides with the
binary relation ~ inductively defined by the axioms and rules in Figure 6.4.

The operation of variable transposition can be expressed by means of HOAS in a very
natural way; indeed, if x and y are are two distinct variables occurring in the term M and
e} (M) = M, then we can derive? that there is a context M’ :var->var->tm such that x and
y do not occur in M’ and M=(M’ x y) holds. Then the operation (y z) - M can be simply
denoted by (M’ y x). Moreover, if y does not occur in M, we have that M=(M’’ x) where
both x and y do not occur in M’ . Whence the operation (y x) - M can be denoted by (M’°
y), without resorting to binary contexts.

Thus, the encoding of the Gabbay-Pitts formulation of a-equivalence is given by the
following inductive predicate:

Inductive alphaGP: tm -> tm -> Prop:=
alphaGP_var: (x:var)(alphaGP (is_var x) (is_var x))

| alphaGP_app: (M,M’,N,N’:tm)(alphaGP M M’) -> (alphaGP N N’) ->
(alphaGP (app M N) (app M’ N’))

| alphaGP_lam: (M,N:var->tm)(x,x’,y:var)
(notin_context x M) -> (notin_context x’ N) ->
(notin_context y M) -> (notin_context y N) ->
(alphaGP (M y) (N y)) ->
(alphaGP (lam x (M x)) (lam x’ (N x’))).

“The derivation makes use of lemma EXP (presented in Section 6.1.2) and of the axioms of S-expansion for
unary contexts and monotonicity.
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As we can see, the only differences w.r.t. the definition of alphaMKP are obviously in the
rule involving the lam constructor.

6.1.8 Formal equivalence of alphaMKP and alphaGP

So far, if we exclude the derivation of the higher-order induction principle HO_-TM_IND and
of the lemma PRE_NOTIN_MONO, among the axioms of the Theory of Contexts, only the un-
saturation property (unsat_list) and the decidability of the equality between names (dec)
have been necessary during the proof development. This is not a surprising result since no
higher-order constructors are present in our signature. However, the situation dramatically
changes when we face the problem of formally proving the equivalence between alphaMKP
and alphaGP, since the latter features an introduction rule where variable-transposition is
modeled by means of functional application.
The equivalence is given by the following results:

Lemma ALPHAMKP_ALPHAGP: (A,B:tm) (alphaMKP A B) -> (alphaGP A B).

Lemma ALPHAGP_ALPHAMKP: (A,B:tm) (alphaGP A B) -> (alphaMKP A B).

Both proofs are carried out by induction on the derivation of the premise ((alphaMKP A B)
for the former and (alphaGP A B) for the latter). The only interesting cases are related to
the introduction rules for the lam constructor: in the proof of ALPHAMKP the key property
to prove in order to conclude is the following (an easy induction on M with the aid of the
expansion and extensionality axioms):

Lemma CHANGE_VAR_RW: (M,N:tm)(x,y:var)
(change_var x y M N) ->
(M’ :var->tm) (notin_context x M’) ->
M=(M> x)->N=(M’ y).

In the proof of ALPHAGP, also the renaming result ALPHAMKP RW is necessary since the judg-
ments (notin_context y M) and (notin_context y N) do not necessarily imply (notin y
(M x)) and (notin y (N x’)) (while the vice versa is true by the monotonicity axiom).
Hence, we cannot use the name y provided by the induction hypothesis, but we must pick a
completely fresh variable in order to conclude.

Lemma CHANGE_VAR_RW can be regarded as the formal link between first-order implemen-
tations of substitution (in this case a change of variables) and the higher-order paradigm
which delegates this fundamental mechanism to the underlying metalanguage.

From the main result of this section and the previously proved equivalence of alphaBar
and alphaMKP we can conclude that all the alternative formulations we investigated are
indeed formally equivalent. In our opinion, the moral of this case study is that an HOAS-
based approach towards substitution of variables for variables turns out to be useful even
when there are no binders in the object language (or for some reason they cannot be encoded
by means of the binder of the metalanguage). Indeed, alphaGP, as an inductive definition,
appears to be more clean and elegant than both alphaBar and alphaMKP; moreover, the
former does not depend on an auxiliary relation (alphaBar and alphaVMKP, instead, depend
on change_var).

We conclude this section noticing that in [GP01] (an extended and revised version
of [GP99]) the introduction rule of ~ regarding the binder A is enriched by a new side



6.2. AMBIENTS 111

condition, whence rule (GP-a-LAM) in Figure 6.4 should appear as follows:

(zx) M~ (zy) - M
Ao M ~ Ay M’

(z does not occur in M, M’', z # x,y)

However, in our formal development we did not need to introduce such a new condition in
order to carry out the proofs. Indeed, if we assume that z does not occur in M,M’, then,
in the case that = (resp. y) occurs in M (resp. M'), it is automatically verified that z is
distinct from z, y. Otherwise (i.e. if x, resp. y, does not occur in M, resp. M), the side
condition becomes superfluous.

6.2 Ambients

In this section we will focus on the encoding of the ambient calculus [CG98], a process algebra
extending the w-calculus with primitives well-suited for expressing and handling ambients,
i.e., bounded places where a computation can happen. Since ambients can be nested and
moved as a whole, they seem perfectly suited for representing administrative domains and
to model mobility. The access to a given ambient is controlled by its name, which can be
passed from agent to agent in order to provide access capabilities.

6.2.1 Syntax

The basic syntactic categories of the Ambient Calculus are names, capabilities and processes
(or agents): capabilities are defined by the following grammar:

M = Capabilities
n name
in M can enter into M
out M can exit out of M
open M can open M
€ null
M.M' path

Processes features two new constructors (w.r.t. the original m-calculus), namely, the ambient
operator (M[P]) and the capability action (M.P):

P,Q,R := Processes
(vn)P restriction
0 void
P|Q composition
P replication
M|P] ambient
M.P capability action
(n).P input action
(M) output action

There are no binders among the capability constructors, while processes provide the usual
binders, i.e., restriction and input action. Hence, the set of free names of a capability M
(fn(M)) and of a process P (fn(P)) are defined as usual (see Figure 6.5). In the following,
using the notation introduced in [CGO1], we will denote by P{n < M}, the capture avoiding
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Figure 6.5: Free names.

substitution of the capability M for the free occurrences of n in P. It is assumed that
processes are identified up to a-conversion, that is, the identities (vn)P = (vm)P{n < m}
and (n).P = (m).P{n < m} hold (where m ¢ fn(P) or m = n).

An ambient is denoted by n[P] (n is the name of the ambient) where P may contain other
ambients as well (i.e. ambients can be nested to form a hierarchical structure). Operations
changing such a structure are potentially dangerous (e.g. they can mean crossing a firewall,
entering into a restricted domain where sensitive data are stored); whence, they are regulated
by means of capabilities. For instance, the capability in n allows to enter into the ambient
named n, while out n allows to exit out of n and open n allows to open n. It should be noted
that, given n, possessing a capability on it does not allow one to retrieve the name n itself.

Following the notation adopted in [CGO1] we will denote by A the sort of names, and by
II the syntactic category of processes. Moreover, capabilities will be indicated by (.

6.2.2 Structural Congruence

The Ambient Calculus comes equipped with a relation of Structural Congruence (=); the
latter makes the reduction system (see Section 6.2.3) simpler by identifying expressions
differing only by elementary (syntactic) rearrangements without any computational meaning.
The rules defining such a relation are listed in Figure 6.6. As noted in [Dal00], almost
all axioms and rules in Figure 6.6 have an equivalent among those defining the structural
congruence for the 7-calculus. The most notable differences (if we obviously exclude the cases
involving the new constructors) are in two axioms involving replication, namely, (Struct Repl
Par) and (Struct Repl Repl).

6.2.3 Reduction System

The operational semantics of processes is given by means of a reduction system, an idea
going back to the Chemical Abstract Machine by Berry and Boudol [BB92] and adopted
later in several presentations of the m-calculus (e.g. [Mil93]) as an alternative to the labelled
transition system semantics.

While Structural Congruence can be seen as a relation describing the evolution of pro-
cesses in space, the Reduction System allows to represent the evolution in time, i.e, it allows
to formalize the dynamic behaviour of processes. The reduction rules for the Ambient Cal-
culus are depicted in Figure 6.7. The first three axioms in Figure 6.7 deal with the three
fundamental capabilities (in, out and open) allowing to express mobility of ambients, while
the fourth one represents local communication (that is the possibility of transmitting a ca-
pability to other agents). Among the structural rules, (Red Amb), establishing that any
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(M.M').P = M.M'.P

(Struct Refl)

(Struct Symm)

(Struct Trans)

(Struct Res)
(Struct Par)
(Struct Repl)
(Struct Amb)
(Struct Action)
(Struct Input)

(Struct €)

(Struct .)

(vn)(vm)P = (vm)(vn)P

(vn)0=0
n ¢ fn(P)
(vn)(P|Q) = P|(vn)Q
n#£m
(vn)(m[P]) = m[(vn)P]
rPlo=r

PlQ=QlP

(PlQ)|R = P|(Q|R)

10=0
1(P|Q) ='P|'Q
PP

Figure 6.6: Structural Congruence.
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(Struct Res Res)
(Struct Res Zero)
(Struct Res Par)
(Struct Res Amb)
(Struct Par Zero)
(Struct Par Comm)
(Struct Par Assoc)

(Struct Repl Zero)

(Struct Repl Par)
(Struct Repl Copy)

(Struct Repl Repl)

reduction of P becomes a reduction of n[P], emphasizes the fact that P is running (active)
in the surrounding ambient even if the latter is moving. Finally, rule (Red =) allows to take
care of spatial rearrangements of processes during reductions.

6.2.4 The Logic

In [CGO0], Cardelli and Gordon introduce a modal logic having the Ambient Calculus as
a model in order to naturally express and reason about properties of mobile computations.
The logic is then extended in [CGO1] with new quantifiers and operators allowing to soundly
reason about properties involving restricted names (that is names bound by the v operator).

Logical formulee are defined by the following grammar (where 1 can be a name n or a

variable x):

ABC == T true
-A negation
AV B disjunction
0 inaction
A|B composition

A > B composition adjunct

n[A]  location

AQn  location adjunct

ndA  revelation

ASn revelation adjunct

OA sometime modality
04 somewhere modality
Vz.A universal quantification

Keeping in mind that there are no name binders and only one variable binder (universal
quantification), the set of free names fn(A) and free variables fv(A) of a formula A are
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alin m PIQm[R] — mn[PIQIR] et ™)
min[out m.P|Q]|;B] —aPiamE (Red 0w
open n.P];[Q] ~PlQ (Red Open)
(n).P|(M) __> P{n — M} (Red Comm)
(l/n)llZ : ?Vn)@ (Red Res)
pu]:gm (Red Par)
M (Red Amb)
i ;:gi 9=¢ (Red =)

Figure 6.7: Reduction System.

defined by the clauses in Figure 6.8. A formula A is closed if fv(A) = 0, while A{n «— u}
denotes the substitution of a name or variable p for another name or variable n (variables
can range only over names). As in the case of processes, formulee are identified up to a-
conversion, that is the identity Vz.A4 = Vy. A{z <« y} is assumed (where y ¢ fv(A) or y = x).
Following the notation adopted in [CGO1], we will denote by ¥ the sort of variables and by
® the syntactic category of formulze.

Intuitively, the constructors T, — and V provide propositional logic (negation is classical),
universal quantification gives predicate logic, while the remaining ones are related to the
process constructors.

More formally, the relation between processes and formulee is established by the satis-
faction relation (=): P = A means that the process P satisfies the closed formula A as
specified by the rules in Figure 6.9. In particular, the satisfaction for the temporal modality
is defined by means of the reduction relation (—* is the reflexive and transitive closure of
—). As to the spatial modality instead, its satisfaction is given by means of the relation
|. Intuitively, P | P’ means that P contains P’ within exactly one level of nesting: more
formally we have P | P’ if and only if there exists a name n and a process P” such that
P = n[P']|P". The relation |* is then defined as the reflexive and transitive closure of |.

6.2.5 Encoding of Syntax

In the following we will denote by 34 the signature of our encoding of the Ambient Calculus.
The first constant we introduce in Y 4 is the one encoding the type of names:

Parameter name: Set.

Hence, names of the Ambient Calculus will be represented by variables of Coq of type name.
Next, we encode the syntactic category of capabilities by means of the following inductive
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fn(T) £ 0 fo(T) £ 0
fn(=A) = fn(A) fo(=4) £ fu(A)
fn(AVB) = fn(A)U fn(B) fo(AvB) £ fu(A)U fu(B)
fn(0) £ 0 fv(0) £ 0
fr(AB) = fa(A)U fn(B) fo(AIB) = fu(A)U fu(B)
fn(A>B) £ fn(A)U fn(B) fo(AB) £ fu(A)U fu(B)
o s {n}uU fn(A) ifn=n ; a fo(A) ifn=mn
fn(nlA]) Fn(A) = fo(nlA]) (2} U fo(d) ifn—a
. s J[n(A)U{n} ifn=n y s fu(A) ifn=n
fr{Am) fn(A) ifn==x fu(Aan) fo(A)yu{z} ifn==x
i s {n}uU fn(A) ifn=n ; a fo(A) ifn=mn
fn(m0A) fn(A) ifn==x fonBA) {z}U fo(A) ifn==x
i s fn(A)u{n} ifn=n ; a fu(A) ifn=mn
friA©m) fn(A) ifn=x JuA©m) fo(A)u{z} ifn==z
fn(0A) = fn(A) fo(0A) £ fu(A)
fn(0A) = fn(A) fo@A) £ fu(A)
falvz.A) £ fn(A) fo(vz.A) & fo(A)\ {z}
Figure 6.8: Free names and free variables of formulee.
definition:

Inductive cap: Set :=
name2cap : name -> cap

| in_cap : cap -> cap

| out_cap : cap -> cap

| open : cap -> cap

| eps 1 cap

| path : cap —-> cap -> cap.

In the following, for N 2 {nq,...,n;} C A finite, we will denote by (x the set {M | M €
¢, fn(M) C N}. Moreover, we will denote by I'y the typing environment given by:

I'y £ {n1 :name,...,nk:name} U{dij:"(ni =nj) |1 <i< j<k}

Finally capy will represent the canonical forms M (i.e. #n-head normal forms) of type cap
such that I'y s, M: cap. As we can see, there is a one-to-one correspondence between the
productions of the grammar defining the syntax of the object language and the constructors
of type cap. This fact is formalized by the encoding and decoding functions depicted in
Figure 6.10 and by the following adequacy result:

Proposition 6.5 For each N C A finite, e%, is a compositional bijection between (y and
capy-

Proof. Standard, using the definitions in Figure 6.10 and proceeding by induction on the
structure of capabilities and of canonical forms of type cap. O

So far, there are no binders; hence, the encoding of capabilities is a plain first order
one. However, the syntactic category of processes features two binders, namely, restriction
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for all P €11, PET

foral Pell,Ac ® PE-A £ PEA

forall PeIl, A, B€® P=AVB 2 PEAorPEB

for all P €1l PE=o £ P=0

foral PeIl, A, Be® P = AB £ there exist P’, P"” € II such that
P=P|P",
PPEAand P'EB

forall P eI, A,B € ® PEA>B £ forall P ell,P' | Aimplies P|P' = B

forall Pel,ne A,Ac® PEn[A] £ thereexists P’ €Il such that P = n[P’]
and P' = A

foral PelLAc®neA PEAQn £ n[PlEA

foral Pelllnc A,Ac® PEnOA £ there exists P’ € II such that
P=(vn)P and P' = A

foral Pel,AcdncA P=ASn 2 (wmPEA

forall Pell,Ac ® PEOA £ there exists P’ € II such that P —* P’
and P = A

forall PeIl, A€ ® PEDOA £ there exists P’ € II such that P |* P’
and P = A

foral Pell,z €9, A€® PREVz.A £ forallmeA, P A{r — m}

Figure 6.9: Satisfaction.

and input action: in this case we want to take full advantage by adopting a HOAS-based
encoding approach:

Inductive proc: Set :=

nu : (name -> proc) -> proc
nil . proc

par . proc -> proc -> proc
bang : proc -> proc

|

|

|

| ambient : cap -> proc -> proc

| cap_act : cap -> proc -> proc

| in_act : (name -> proc) -> proc
|

out_act : cap —-> proc.

Since nu and in_act take as arguments functions of type name->proc, a-conversion and
capture-avoiding substitution of names for names are automatically delegated to the meta-
language, freeing the user from thinking about renaming of bound variables and name clashes
in general. As in the case of the capabilities encoding, for N C A finite, we will denote by
Iy the set {P | P € II, fn(P) C N}. Moreover, procy will represent the canonical forms
P (i.e. fn-head normal forms) of type proc such that I'y 5, P : proc. Since the encoding
follows the HOAS principles, in order to define the decoding function 5]r\[, (see Figure 6.11),
we need a map fresh : P<,(A) — A. The latter can be viewed as a “fresh name selection”
function, i.e., for every N C A finite (N € P, (A)), fresh(N) ¢ N. If A is enumerable, a
possible definition for fresh is fresh(N) = Npaa{ijn,eN+1, Where (n;); is a given enumeration
of A. The following result establishes the adequacy of our encoding;:
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e%v : (N — capy 5]CV : capy — (N
(n) £  (name2cap n) 85 % ((name2capn)) = n
eN(m M) 2 (in_cap e§V(M)) 5§V(<in,cap M) 2 in 0% (M)
eN(out M) % (out_ cap eN(M)) 85 % ((out_capM)) = out (5§V(M)
ciy(open M) 2 (open e (M) 5% ((open M) 2 open 6%, (M)
ev(e) £ eps Sj(eps) = e
SOLY) 2 (path (M) 00 O ((path M M) £ 65, ()05 ()

Figure 6.10: Encoding and decoding functions for the syntactic category of capabilities.

s+ procy — Iy
e\ IIy — procy ON((muP)) £ (vm)df 4 ((Pm),
eX((vn)P) £ (nu [n:name] e%m(P)) m = fresh(N)
eN(0) £ nil 6N(nil) £ 0
en(PlQ) = (par ey(P) ex(Q)) On((par PQ)) = dn(P)oN(Q)
ex(!P) £ (bang ey(P)) dn((pang P)) = 10N(P)
N(M[P]) £ (ambient e§v< ) N(P))  oh((ambient MP)) £ [55 (Mo} (P)
N(M.P) 2 (capact ey (M) l(P))  dN((capact MP)) = 45 (m).0%(P)
eN((n).P) £ (in.act [n:name] e %W(P)) 6% ((in-act P)) £ (m 5]13[U{Z}((P m)),
(M) 2 (out_act (M) m = fresh(N)

(>
—
=
2
—
=
~—
~

6% ((out_act M))

Figure 6.11: Encoding and decoding functions for the syntactic category of processes.

Proposition 6.6 For each N C A finite, e% 15 a compositional bijection between Iy and
procy.

Proof. Standard, using the definitions in Figure 6.11 and proceeding by induction on the
structure of processes and of canonical forms of type proc. O

The notion of “freshness” is enforced within the encoding by non-occurrence predicates
which follow the general pattern described in Definition 4.15. We prefer to introduce im-
mediately those for capabilities and processes, since we will need them to encode Structural
Congruence and the Reduction System in the next Sections.

e Non-occurrence predicate for capabilities:

Inductive notin_cap [m:name]: cap -> Prop :=
notin_cap_name : (n:name) m=n -> (notin_cap m (name2cap n))

| notin_cap_in : (M:cap) (notin_cap m M) -> (notin_cap m (in_cap M))
| notin_cap_out : (M:cap)(notin_cap m M) -> (notin_cap m (out_cap M))
| notin_cap_open : (M:cap) (notin_cap m M) -> (notin_cap m (open M))

| notin_cap_eps : (notin_cap m eps)

|

notin_cap_path : (M,N:cap)(notin_cap m M) -> (notin_cap m N) ->
(notin_cap m (path M N)).

e Non-occurrence predicate for processes:
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Inductive notin_proc [m:name]: proc -> Prop :=

notin_proc_nu

| notin_proc_nil
| notin_proc_par

| notin_proc_bang :

| notin_proc_amb

| notin_proc_act

| notin_proc_in

| notin_proc_out

(P:name->proc)

((n:name) "m=n -> (notin_proc m (P n))) ->
(notin_proc m (nu P))

(notin_proc m nil)

(P,Q:proc)

(notin_proc m P) -> (notin_proc m Q) ->
(notin_proc m (par P Q))

(P:proc) (notin_proc m P)->(notin_proc m (bang P))
(M:cap) (P:proc)

(notin_cap m M) -> (notin_proc m P) ->
(notin_proc m (ambient M P))

(M:cap) (P:proc)

(notin_cap m M) -> (notin_proc m P) ->
(notin_proc m (cap_act M P))

(P:name->proc)

((n:name) “m=n -> (notin_proc m (P n))) ->
(notin_proc m (in_act P))

(M:cap) (notin_cap m M)->(notin_proc m (out_act M)).

As usual, (notin_cap n M) intuitively means that the name n does not occur in M.
Analogously, (notin proc n P) holds if and only if the name n does not occur in P. Since
we adopted a HOAS-based encoding, bound names are automatically kept different from
free ones by the metalanguage a-conversion mechanism. Hence, we can say that notin_proc
allows to capture either non-occurrence or non fresh occurrence judgments.

Beside freshness predicates it is sometimes useful to speak about names freely occurring
in a capability or a process. Hence, we introduce the following inductive definitions which
will be used in Section 6.2.10 and in the formal development illustrated in Section 6.2.11:

e Free occurrence predicate for capabilities:

Inductive isin_cap [m:namel]: cap -> Prop :=

isin_cap_name :
| isin_cap_in
| isin_cap_out
| isin_cap_open :
| isin_cap_path :

(isin_cap m (name2cap m))

(M:cap) (isin_cap m M) -> (isin_cap m (in_cap M))
(M:cap) (isin_cap m M) -> (isin_cap m (out_cap M))
(M:cap) (isin_cap m M) -> (isin_cap m (open M))
(M,N:cap) (isin_cap m M) \/ (isin_cap m N) ->
(isin_cap m (path M N)).

e Free occurrence predicate for processes:

Inductive isin_proc [m:name]: proc -> Prop :=

isin_proc_nu

| isin_proc_par

| isin_proc_bang :

| isin_proc_amb

(P:name->proc) ((n:name) (isin_proc m (P n))) ->
(isin_proc m (nu P))

(P,Q:proc) (isin_proc m P) \/ (isin_proc m Q) ->
(isin_proc m (par P Q))

(P:proc) (isin_proc m P) -> (isin_proc m (bang P))
(M: cap) (P:proc)

(isin_cap m M) \/ (isin_proc m P) ->

(isin_proc m (ambient M P))
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| isin_proc_act : (M:cap) (P:proc)
(isin_cap m M) \/ (isin_proc m P) ->
(isin_proc m (cap_act M P))

| isin_proc_in : (P:name->proc) ((n:name) (isin_proc m (P n))) ->
(isin_proc m (in_act P))
| isin_proc_out : (M:cap)(isin_cap m M) -> (isin_proc m (out_act M)).

Intuitively, (isin_cap x M) (resp. (isin_proc x P)) holds if and only if the name x occurs
free in M (resp. P).

Since every process P “lives” in an environment together with other processes, bound
names in P must be different not only from the remaining names of P, but also from all
the other names occurring in the remaining processes of the environment. It follows that in
schematic judgments, where a functional term (representing the scope of a binder) is applied
to a generic name, the latter must be assumed “conveniently” fresh. For instance, if we are
proving some property involving a process (nu P) and we need to “tear off” the nu binder in
order to analyze the body P, we can apply P to a generic name n and consider the resulting
plain term (P n) provided that n does not occur free in (nu P). Moreover, if the property
we are proving involves some other names not occurring in (nu P), we must ensure that n
is fresh w.r.t. them too. In order to keep trace of this kind of names and ensure freshness
we use an inductive type representing (finite) lists of names:

Inductive Nlist : Set :=
empty : Nlist
| cons : name -> Nlist -> Nlist.

Non occurrence of a given name in an element of type Nlist is trivially rendered by means
of the following predicate:

Inductive Nlist_notin [x:name] : Nlist -> Prop :=
Nlist_notin_empty : (Nlist_notin x empty)
| Nlist_notin_cons : (y:name) (1:N1list)“x=y -> (Nlist_notin x 1) ->
(Nlist_notin x (cons y 1)).

6.2.6 Encoding of Structural Congruence

The Structural Congruence relation is represented by the following inductive predicate:

Inductive struct_eq: proc —> proc -> Prop :=

struct_refl : (P:proc) (struct_eq P P)
| struct_symm : (P,Q:proc)(struct_eq P Q) -> (struct_eq Q P)
| struct_trans : (P,Q,R:proc) (struct_eq P Q) -> (struct_eq Q R) ->
(struct_eq P R)
| struct_res : (P,Q:name->proc) (1:Nlist)

((n:name) (N1list_notin n 1) ->
(notin_proc n (nu P)) ->
(notin_proc n (nu Q)) ->
(struct_eq (P n) (Q n))
) => (struct_eq (nu P) (nu Q))
| struct_par : (P,Q:proc) (struct_eq P Q) —->
(R:proc) (struct_eq (par P R) (par Q R))
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struct_repl

struct_amb

struct_action

struct_input

struct_epsilon
struct_path

struct_res_res

struct_res_zero
struct_res_par

struct_res_amb

struct_par_zero
struct_par_comm

struct_par_assoc :

struct_repl_zero :

struct_repl_par

struct_repl_copy :
struct_repl_repl :

)

)
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(P,Q:proc) (struct_eq P Q) —>
(struct_eq (bang P) (bang Q))
(P,Q:proc) (struct_eq P Q) —>
(n:name) (struct_eq (ambient (name2cap n) P)
(ambient (name2cap n) Q)
)
(P,Q:proc) (struct_eq P Q) —>
(M:cap) (struct_eq (cap_act M P) (cap_act M Q))
(P,Q:name->proc) (1:Nlist)
((n:name) (N1list_notin n 1) —->
(notin_proc n (nu P)) ->
(notin_proc n (nu Q)) ->
(struct_eq (P n) (Q n))
) => (struct_eq (in_act P) (in_act Q))
(P:proc) (struct_eq (cap_act eps P) P)
(M,M’ : cap) (P:proc)
(struct_eq (cap_act (path M M’) P)
(cap_act M (cap_act M’ P))

(P:name->name->proc)
(struct_eq (nu [n:name] (nu [m:name] (P n m)))
(nu [n:name] (nu [m:name] (P m n)))

(struct_eq (nu [n:namelnil) nil)

(P:proc) (Q:name->proc)

(struct_eq (nu [n:namel](par P (Q n))) (par P (nu Q)))

(m:name) (P:name->proc)

(struct_eq (nu [n:name] (ambient (name2cap m) (P n)))
(ambient (name2cap m) (nu P)))

(P:proc) (struct_eq (par P nil) P)

(P,Q:proc) (struct_eq (par P Q) (par Q P))

(P,Q,R:proc)

(struct_eq (par (par P Q) R) (par P (par Q R)))

(struct_eq (bang nil) nil)

(P,Q:proc)

(struct_eq (bang (par P Q)) (par (bang P) (bang Q)))

(P:proc) (struct_eq (bang P) (par P (bang P)))

(P:proc) (struct_eq (bang P) (bang (bang P))).

Every constructor corresponds to a rule in Figure 6.6; as far as (Struct Res) and (Struct In-
put) are concerned, the premises are encoded by means of a schematic judgment where the
local name n is assumed fresh w.r.t. both (nu P) and (nu Q) and to a list of names 1 which
allows to avoid name clashes with external names (as outlined at the end of the previous
section).

Proposition 6.7 (Adequacy of struct_eq) Let N C A finite, P,Q € Iy,

1. (Soundness) if there exists t canonical such that 'y by, t : (struct_eq P Q), then we
have 6% (P) = 0X(Q).
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2. (Completeness) if P = Q holds, then there is a canonical form t such that I'y s,
t : (struct_eq X (P) €¥(Q)).

Proof. Easily proved by induction on the structure of the normal forms (Soundness), and
induction on the structure of the derivation of the Structural Congruence judgment (Com-
pleteness). 0

6.2.7 Encoding of the Reduction System

Before introducing the encoding of the reduction system whose rules are depicted in Fig-
ure 6.7, we need to represent substitution of capabilities for names since in the axiom
(Red Comm) (n).P|(M) reduces to P{n « M}. Since a capability is in general a compound
term and not simply a name, we cannot delegate the substitution to the metalanguage if we
want to be able to use the axioms of the Theory of Contexts. Indeed, in order to delegate
the substitution to the metalanguage, we would need to represent P{n «— M} with (P’
M) where P’ :cap->proc, P £ €l (P) and P=(P’ (name2cap n)). Hence, during the proof
development we could not apply §-expansion and extensionality in order to elaborate on the
structure of P’.

Since processes are also built on top of capabilities, we need to represent the substitution
of capabilities for names both in capabilities and in processes. However, since the type name
is not inductive, we cannot define in Coq the abovementioned substitution as a recursive
function as proposed in [Hof99] for the untyped A-calculus, but only as a functional relation.
Hence, we introduce the following inductive predicates:

Inductive subst_cap [M:cap]l: (name->cap) -> cap -> Prop :=
subst_cap_name : (subst_cap M name2cap M)
| subst_cap_void : (n:name) (subst_cap M [_:name] (name2cap n) (name2cap n))

| subst_cap_in : (N:name->cap) (N’:cap) (subst_cap M N N’) ->
(subst_cap M [n:name] (in_cap (N n)) (in_cap N’))
| subst_cap_out : (N:name->cap) (N’:cap) (subst_cap M N N’) ->

(subst_cap M [n:name] (out_cap (N n)) (out_cap N’))
| subst_cap_open : (N:name->cap) (N’:cap) (subst_cap M N N’) ->
(subst_cap M [x:name] (open (N x)) (open N’))
| subst_cap_eps : (subst_cap M [_:nameleps eps)
| subst_cap_path : (N,0:name->cap)(N’,0’:cap) (subst_cap M N N’) ->
(subst_cap M 0 0°) ->
(subst_cap M [x:name] (path (N x) (0 x)) (path N’ 0°)).

Inductive subst_proc [M:cap]l: (name->proc) -> proc -> Prop :=
subst_proc_nu : (P:name->name->proc) (P’:name->proc)

((y:name) (subst_proc M [x:namel(P x y) (P’ y)))
(subst_proc M [x:name](nu (P x)) (nu P’))

| subst_proc_nil : (subst_proc M [_:name]nil nil)

| subst_proc_par : (P,Q:name->proc)(P’,Q’:proc) (subst_proc M P P’) ->
(subst_proc M Q Q’) ->
(subst_proc M [x:name] (par (P x) (Q x)) (par P’ Q’))

| subst_proc_bang : (P:name->proc) (P’:proc) (subst_proc M P P’) ->
(subst_proc M [x:name](bang (P x)) (bang P’))

| subst_proc_amb : (N:name->cap) (P:name->proc) (N’:cap) (P’:proc)

|
\4
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(subst_cap M N N’) -> (subst_proc M P P’) ->
(subst_proc M [x:name] (ambient (N x) (P x))
(ambient N’ P’))
| subst_proc_cap : (N:name->cap) (P:name->proc) (N’:cap) (P’:proc)
(subst_cap M N N’) -> (subst_proc M P P’) ->
(subst_proc M [x:name] (cap_act (N x) (P x))
(cap_act N’ P?))
| subst_proc_in : (P:name->name->proc) (P’:name->proc)
((y:name) (subst_proc M [x:name](P x y) (P’ y))) —>
(subst_proc M [x:name] (in_act (P x)) (in_act P’))
| subst_proc_out : (N:name->cap) (N’:cap)(subst_cap M N N’) ->
(subst_proc M [x:name] (out_act (N x)) (out_act N’)).

Intuitively, (subst_cap M N N’) (resp. subst_proc M P P’) holds if and only if the capa-
bility N’ (resp. process P?) is the result of “filling the hole” of the context N (resp. P) with
M. The adequacy of subst_cap and subst_proc w.r.t. the capture-avoiding substitutions
defined in Figure 6.12 is guaranteed by the following result:

Proposition 6.8 (Adequacy of substitution) Let L C A finite, M, N' € (1, N € (rin},
P ell,, Pe HLLtJ{n}; then:

e N{n— M}=N'iff T by, t: (subst_cap e%(AJ)[n: namekﬁ%n(ﬁf)ei(ﬁJQ),
e P{n— M} =P iff T bs, t: (subst_proc e%(M) [n: name]elgyn(P) &p).

Proof. The completeness (=) is obtained by structural induction on the derivation of N{n «

M} = N' (P{n «— M} = P’), while the soundness (<) follows by means of structural

induction on the canonical form t. O
The reduction system is then encoded by means of the following inductive predicate:

Inductive red: proc -> proc -> Prop :=
red_in : (m,n:name) (P,Q,R:proc)
(red (par (ambient (name2cap n) (par (cap_act (in_cap (name2cap m)) P) Q))
(ambient (name2cap m) R))
(ambient (name2cap m) (par (ambient (name2cap n) (par P Q)) R))
)
| red_out : (m,n:name)(P,Q,R:proc)
(red (ambient (name2cap m)
(par (ambient (name2cap n)
(par (cap_act (out_cap (name2cap m)) P) Q)) R))
(par (ambient (name2cap n) (par P Q)) (ambient (name2cap m) R))
)
| red_open : (n:name) (P,Q:proc)
(red (par (cap_act (open (name2cap n)) P) (ambient (name2cap n) Q))
(par P Q))
| red_comm : (P:name->proc) (M:cap) (P’ :proc)
(subst_proc M P P’) -> (red (par (in_act P) (out_act M)) P’)
| red_res : (P,Q:name->proc)(1l:Nlist)
((n:name) (Nlist_notin n 1) -> (notin_proc n (nu P)) ->
(notin_proc n (nu Q)) -> (red (P n) (Q n))
) > (red (nu P) (nu Q))
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n{n— M} =M

m{n— M}=m (m+#n)

(in N){n < M} =in N{n «— M}

(out N){n «— M} = out N{n «— M}
(open N){n «— M} = open N{n «— M}
e{n—M}=c¢

N.N{n«— M} = N{n«— M}.N'{n «— M}

(vm)P){n — M} = {(um)P{n — M} iftm#nand (m¢ fn(M) or n ¢ fn(P))
(vz)P{m «— z}{n «— M} where z fresh, otherwise

0{n—M}=0

(P|Q){n — M} = P{n — M}|Q{n — M}

(N[PD{n < M} = N{n «— M}[P{n «— M}]

(N.P){n — M} = N{n— M}.P{n — M}

((m).P){n — M} = {(m>-P{” «— M} ifm#nand (m ¢ fn(M) or n ¢ fn(P))
(2).P{m <« z}{n < M} where z fresh, otherwise

(N{n — M} = (N{n — M})
Figure 6.12: Capture-avoiding Substitution of capabilities for names.

| red_par : (P,Q:proc)(red P Q) -> (R:proc)(red (par P R) (par Q R))
| red_amb : (P,Q:proc)(red P Q) -> (n:name)
(red (ambient (name2cap n) P) (ambient (name2cap n) Q))
| red_struct_eq : (P,Q:proc)(red P Q) -> (P’:proc)(struct_eq P P’) —>
(Q’ :proc) (struct_eq Q Q’) -> (red P’ Q).

As in the case of the encoding of rules (Struct Res) and (Struct Input) in the previous
section, the rule (Red Res) is represented by encoding its premise by means of a schematic
judgment where the local name n is assumed fresh w.r.t. both (nu P) and (nu Q) and to a
list of names 1 which allows to avoid name clashes with external names. It should be noticed
that, having implemented the substitution of capabilities for names by means of subst_proc
which takes a higher-order term as the second argument, allows us to avoid the use of a
schematic judgment in the rule red_comm. Indeed, if cap->proc->proc would be the type
of subst_proc, red_comm would necessarily have the following shape:

(P:name->proc) (M:cap) (P’ :proc)
((n:name) (subst_proc M (P n) P’)) -> (red (par (in_act P) (out_act M)) P’)

Proposition 6.9 (Adequacy of red) Let N C A finite, P,Q € Iy,

1. (Soundness) if there exists t canonical such that 'y Fx, t: (red P Q), then we have
N (P) — ox(Q).

2. (Completeness) if P — @Q holds, there is a canonical form t such that we can derive
Iy bx, t:(red €X(P) €L(Q)).
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Proof. Easily proved by induction on the structure of the normal forms (Soundness), and
induction on the structure of the derivation of the reduction judgment (Completeness). 0O

6.2.8 Encoding of formulse

In Section 6.2.4 we recalled the syntax of formulse which required an additional sort of
variables in order to have a universal quantifier and reasoning about open formulee(that is
formuleewith free variables). However, naively introducing an explicit type var for repre-
senting variables would yield several problems. First of all, one would need to duplicate the
constructors [-], @, 0 and © since they can take as one of their arguments either a name or
a variable (see the second example of Section 4.2). Moreover, the universal quantifier would
be encoded by means of a constructor of type (var->form)->form; this fact would prevents
us from taking advantage of the possibility of encoding substitution of names for variables
by means of the functional application of the metalanguage. Indeed, it would be impossible
to apply a term of type var->form to a term of type name. Hence, despite an HOAS-based
encoding approach, we could delegate to the metalanguage only a-conversion of formulze.

The solution we propose instead will encode variables of the object language by means
of Coq variables of type name; however, the latter, differently from those encoding names,
will not be assumed to be distinct. Indeed, a variable is only a placeholder waiting to be
replaced by a name, whence we cannot make a priori any assumptions on the nature of the
name that will eventually replace it. This approach is not peculiar to HOAS-encodings;
indeed, if we think of the first-order logic encoding given in [HHP93|, we see that the same
pattern is followed in representing variables of the object language. Actually, the latter are
not represented through a separate type, but as variables of the metalanguage whose type
is the one encoding individuals (i.e. the elements they stand for). In our case there will
be no risk of confusing variables representing names with variables representing variables of
the object language. Indeed, only the former come equipped with inequality judgments that
allow one to think of them as constants, rather than variables®.

The inductive type encoding the syntactic category of formule is the following:

Inductive form: Set :=

T : form

| neg : form -> form

| Or : form -> form -> form

| zero : form

| comp : form -> form -> form

| comp_adj : form -> form -> form

| loc : name -> form -> form

| loc_adj : form -> name -> form

| rev : name -> form -> form

| rev_adj : form -> name -> form

| sometime : form -> form

| somewhere : form -> form

| forall : (name -> form) -> form.
Given a finite set of variables X = {z1,...,2,} C 9, in the rest of this chapter we will denote
by I'x the typing environment {x1 : name, ..., xn : name}. Encoding and decoding functions

5In Coq a set of names n1,...,n; could be introduced by the statement Parameter ni,...,nk:name

together with the statements Axiom dij:~(ni=nj) for 1 <i< j <k, i#j.
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6%7)( (I)N,X — formy x
ex.x(T) £ 0T
6N,X(_‘A) = (neg 6%,)((“4))
6%,){(“4 Vv B) % (Or 6%,){(«4) 5%,){(3))
5}{\)/,X(A|B) f (comp Eﬁ,x(v“) 5}{\)/,)((8)
6%,){(/4 >B) = (comp-adj f%,x(«“) 6%,){(5))
(D .
® A A (locn ey x(A) ifn=neN
wx (1lA) (loc x e%}X(A)) ifn=weX
& (AQy) 2 (locadj ey x(A)n) ifn=neN
Nx (Loc_adj e%X(A) x) ifn=2eX
& (nOA) & (revn ey x(A) ifn=neN
NX T | (evx e ((A) ifnp=xeX
& (Ao & (rev_adj e%X(A) n) ifn=neN
’ (revadj ey x(A) x) ifn=ze€X
6%,)((0“4) £ (sometime E%X(A))
ey x(0A) £ (somewhere e} y(A))
ex.x(Vz.A) = (forall [x : name] €} y ,(A))

Figure 6.13: Encoding map of formulze.

between formulae with free names in N (®y x) and free variables in X and canonical forms
t of type form such that 'y, I'x Fx, t : form (formy x) are illustrated in Figures 6.13
and 6.14.

Similarly to the fresh function we used in defining the decoding map 5]r\[[ in Section 6.2.5,
freshe : P<w(AUY) — AU such that for every A C A U finite, freshg(A) ¢ A. Again,
if AU is enumerable, a possible definition for freshe is freshg(A) = Nmag{ijn,cA}+1, Where
(n;); is a given enumeration of A U ¢.

The adequacy of the encoding is given by the following result:

Proposition 6.10 For each N C A finite, X C ¥, G%X s a compositional bijection between
Oy x and formy x.

Proof. Standard, using the definitions in Figures 6.13 and 6.14 and proceeding by induction

on the structure of formulse and of canonical forms of type form.
The freshness predicate for terms of type form is inductively defined as follows:

Inductive notin_form [m:name]

notin_T
| notin_neg
| notin_Or

| notin_zero
| notin_comp

| notin_comp_adj

: form->Prop :=

(notin_form m T)

(F:form) (notin_form m F) -> (notin_form m (neg
(F,G:form) (notin_form m F) -> (notin_form m G)
(notin_form m (Or F G))

(notin_form m zero)

(F,G:form) (notin_form m F) -> (notin_form m G)
(notin_form m (comp F G))

(F,G:form) (notin_form m F) -> (notin_form m G)
(notin_form m (comp_adj F G))

O
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Py
5 3 ((0r A B)
N>X(zero
5%— ((comp A B)
x((comp_adj A B)
5N» ((Locn A)
dN ((loc x A)
x((Loc.adj A n)
((1oc adj A x)
5%» ((revn A)
5N ((rev x A)
((rev adj An)
((rev_adj A x)
x((forall A)

T)
)
)
)
)
)
)
)
)
)
)
)
)
)
)

X
X
5%

1 1 | | | D | | 1 ]

CHAPTER 6.

formy x — (I)N,X

T
—07, x (A)

5%,){(*‘\) v 5?\)7,)((3)

O
b)|o%
A

a

x(A)
x(8) > 0%
[ (4)]
[ (A)]
)Qn
)@z

N,X
N,X
x(A
x(a

nD5 < (4)
mD‘SE{\)fX()
5% vx(A)On
5‘1’ x(A) Oz

Vz. 6NXZ((A

x(B)
x(B)

1fn name € ['y
if x: name € 'y

if n:name € I'y

if x : name € I'x
if n: name € I'y
if x : name € I'x

if n:name € I'y
if x : name € I'y

z)) where z = freshg(N U X)

Figure 6.14: Decoding map of formulae.

| notin_loc

(F:form) (n:name) “m=n -> (notin_form m F) ->

(notin_form m (loc n F))

| notin_loc_adj

(F:form) (n:name) “m=n -> (notin_form m F) ->

(notin_form m (loc_adj F n))

| notin_rev

(F:form) (n:name) "m=n -> (notin_form m F) ->

(notin_form m (rev n F))

| notin_rev_adj

(F:form) (n:name) “m=n -> (notin_form m F) ->

(notin_form m (rev_adj F n))

| notin_sometime

| notin_somewhere :

| notin_forall

(F:form) (notin_form
(notin_form

(F:form) (notin_form
(notin_form

(F:name->form)

mF) —>
m (sometime F))
mF) —>
m (somewhere F))

((n:name) "m=n -> (notin_form m (F n))) —>
(notin_form m (forall F)).

6.2.9 Encoding of Satisfaction

Before introducing the encoding of the satisfaction relation, we need to represent the relations
| and |* (see Section 6.2.4) and —* (see Section 6.2.7). The nesting relation is represented
by the following definition:

Definition nest:=
(Ex [n:namel

(Ex [P’’:proc](struct_eq P (par (ambient (name2cap n) P’) P’’)))).

Being defined in terms of struct_eq, its adequacy is a direct consequence of Propositions 6.5,
6.6 and 6.7. Reflexive and transitive closures of — and | are encoded by the following

inductive predicates:

[P:proc] [P’ :proc]

CASE STUDIES
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Inductive red_star: proc —-> proc -> Prop :=
base_red : (P,Q:proc)(red P Q) -> (red_star P Q)
| red_refl : (P:proc)(red_star P P)
| red_trans : (P,Q,R:proc)
(red_star P Q) -> (red_star Q R) -> (red_star P R).

Inductive nest_star: proc -> proc -> Prop :=
base_nest : (P,Q:proc)(nest P Q) -> (nest_star P Q)
| nest_refl : (P:proc)(nest_star P P)
| nest_trans : (P,Q,R:proc)
(nest_star P Q) -> (nest_star Q R) -> (nest_star P R).

The adequacy of red_star follows from Propositions 6.6 and 6.9 while the adequacy of
nest_star is a consequence of Proposition 6.6 and the adequacy of nest.

Coming to the representation of the satisfaction relation, we cannot use an inductive
definition since the introduction rule for — and > do not satisfy the positivity constraints
imposed by the Coq type system on inductive constructors. Indeed, the inductive predicate
encoding satisfaction would look like the following:

Inductive sat: proc -> form -> Prop :=
| sat_neg : (P:proc)(A:form)~(sat P A) -> (sat P (neg A))

| sat_comp_adj : (P:proc)(A,B:form)
((P’:proc) (sat P’ A) -> (sat (par P P’) B))
-> (sat P (comp_adj A B))

It is clear that the occurrence (sat P’ A) in sat_comp_adj is negative. There is also a
negative occurrence of sat in sat_neg since “(sat P A) is an abbreviation for (sat P A)
-> False. Hence, Coq complains about the previous inductive definition rejecting it.

Hence, the encoding approach we adopt is to axiomatize explicitly the satisfaction rules by
means of Axiom statements like one would do in the Edinburgh Logical Framework [HHP93,
AHMP92]:

Parameter sat : proc —-> form —> Prop.
Axiom sat_T: (P:proc)(sat P T).
Axiom sat_neg: (P:proc)(A:form)~(sat P A) <-> (sat P (neg A)).

Axiom sat_Or: (P:proc)(A,B:form)((sat P A) \/ (sat P B)) <-> (sat P
(0r A B)).

Axiom sat_zero: (P:proc)(struct_eq P nil) <-> (sat P zero).

Axiom sat_comp: (P:proc)(A,B:form)
(Ex [P’:proc](Ex [P’’:proc](struct_eq P (par P’ P’’))
/\ (sat P’ A) /\ (sat P’’ B)))
<-> (sat P (comp A B)).
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Axiom sat_comp_adj: (P:proc)(A,B:form)
((P’:proc) (sat P’ A) -> (sat (par P P’) B))
<-> (sat P (comp_adj A B)).

Axiom sat_loc: (P:proc) (n:name) (A:form)
(Ex [P’:proc](struct_eq P (ambient (name2cap n) P’)) /\
(sat P’ 4))
<-> (sat P (loc n A)).

Axiom sat_loc_adj: (P:proc) (A:form) (n:name)
(sat (ambient (name2cap n) P) A) <-> (sat P (loc_adj A n)).

Axiom sat_rev: (P:proc)(n:name) (A:form)
((notin_proc n P) /\ (Ex [P’:name->proc](struct_eq P (nu P’))
/\ (sat (P’ n) A)))
<-> (sat P (rev n A)).

Axiom sat_rev_adj: (P:proc) (n:name) (A:form)
(Ex [P’ :name->proc]P=(P’ n)
/\ (notin_proc n (nu P’)) /\ (sat (nu P’) A))
<-> (sat P (rev_adj A n)).

Axiom sat_sometime: (P:proc) (A:form)
(Ex [P’:proc](red_star P P’) /\ (sat P’ A))
<-> (sat P (sometime A)).

Axiom sat_somewhere: (P:proc) (A:form)
(Ex [P’:proc](nest_star P P’) /\ (sat P’ A))
<-> (sat P (somewhere A)).

Axiom sat_forall: (P:proc) (A:name->form)
((m:name) (sat P (A m))) <-> (sat P (forall A)).

Notice that the symbol <-> in the previous axioms represents £ in Figure 6.9. The adequacy
of sat is given by the following proposition:

Proposition 6.11 (Adequacy of sat) Let N C A finite, P € lly, A€ ®ny,

1. (Soundness) if there exists t canonical such that I'y Fx, t: (sat P A), then we have
N (P) = 3 (A).

2. (Completeness) if P = A holds, there is a canonical form t such that we can derive
Iy bs, t:(sat X (P) 6%70)(./4)).

Proof. The argument is an induction on the structure of the normal form A (Soundness),
and a structural induction on the formula A (Completeness). O
Notice that A in the previous proposition ranges only over ®y ¢ (closed formula) because
in [CGO1] the satisfaction relation is defined only on formulae with no free variables.

We conclude this section by remarking that a non-inductive definition of a relation can
be adequate in the activity of computer assisted proof development as long as we do not
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need to prove properties by structural induction on derivations. Luckily, this is the case
for the properties of the satisfaction relation we proved so far. However, in order to have
a better interaction with type theory based proof assistants like Coq, it would be useful to
formulate a natural deduction style system for the satisfaction relation. Among the benefits
of this solution, it is worth mentioning that we could use the automatic inversion tactics
on instances of sat judgments instead of manually pruning inconsistent cases or manually
deriving the syntactic constraints on the arguments involved.

6.2.10 The Theory of Contexts for the Ambient Calculus

In this section we will introduce the Theory of Contexts adapted to the encoding of the
Ambient Calculus. As usual, nominal calculi require to be able to decide whether two names
are equal or not®; whence we assume that Leibniz equality over names is decidable:

Axiom dec_name: (x,y:name)x=y \/ “x=y.

Since we have several distinct syntactic categories (names, capabilities, processes and for-
mula), the shape of the unsaturation axiom involves all of them:

Axiom unsat: (1:Nlist) (M:cap) (P:proc) (F:form)
(Ex [n:name] (Nlist_notin n 1) /\
(notin_cap n M)  /\
(notin_proc n P) /\
(notin_form n F)

).

When needed, one can then deduce from unsat more specialized and weaker forms, e.g.,
unsaturation for processes, formulee, capabilities and processes etc. Here we list the particular
unsaturation properties we used in the formal development described in Section 6.2.11:

Lemma UNSAT_PROC_NLIST: (P:proc)(1:Nlist)
(Ex [n:name] (notin_proc n P) /\ (Nlist_notin n 1)).

Lemma UNSAT_FORM: (F:form) (Ex [x:name] (notin_form x F)).

Lemma UNSAT_CAP_PROC_NLIST: (M:cap) (P:proc)(1:Nlist)
(Ex [n:name] (notin_cap n M) /\
(notin_proc n P) /\
(Nlist_notin n 1)

Lemma UNSAT_NLIST_PROC_FORM: (1:Nlist) (P:proc) (F:form)
(Ex [n:name] (Nlist_notin n 1) /\
(notin_proc n P) /\
(notin_form n F)

).

5Despite the fact that it is often implicitly assumed in the presentations of nominal calculi, the decidability
of the equality over names is heavily used in the development of many fundamental metatheorical results (see,
e.g., the proof of Lemma 6 in [MPW89] or the proof of Lemma 4-6 in [CGO00]).
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As far as the extensionality and the (-expansion properties are concerned, we need several
instances (for plain terms, unary and binary contexts) for capabilities, processes and formulee:
Capabilities. Extensionality:

Axiom cap_ext: (M,N:name->cap) (n:name)
(notin_ho_cap n M) -> (notin_ho_cap n N) ->
(M n)=(N n) -> M=N.

Axiom ho_cap_ext: (M,N:name->name->cap) (n:name)
(notin_ho2_cap n M) -> (notin_ho2_cap n N) ->
(M n)=(N n) -> M=N.

[-expansion:

Axiom cap_exp: (M:cap) (n:name)
(Ex [M’:name->cap] (notin_ho_cap n M’) /\ M=(M’ n)).

Axiom ho_cap_exp: (M:name->cap) (n:name)
(Ex [M’:name->name->cap] (notin_ho2_cap n M’) /\ M=(M’ n)).

Processes. Extensionality:

Axiom proc_ext: (P,Q:name->proc) (x:name)
(notin_proc x (nu P)) -> (motin_proc x (nu Q)) ->

(P x)=(Q x) -> P=Q.

Axiom ho_proc_ext: (P,Q:name->name->proc) (x:name)
(notin_proc x (nu [_:name] (nu (P _)))) ->
(notin_proc x (nu [_:name] (nu (Q _)))) —>

(P x)=(Q x) —> P=Qq.
(-expansion:

Axiom proc_exp: (P:proc) (n:name)
(Ex [P’:name->proc] (notin_proc n (nu P’)) /\ P=(P’ n)).

Axiom ho_proc_exp: (P:name->proc) (n:name)
(Ex [P’:name->name->proc]
(notin_proc n (nu [_:name](nu (P’ _.))))

/\ P=(P’ n)).

Axiom ho2_proc_exp: (P:name->name->proc) (n:name)
(Ex [P’:name->name->name->proc]
(notin_proc n (nu [u:name] (nu [v:name] (nu (P’ u v)))))

/\ P=(P’ n)).
Formulae. Extensionality:

Axiom form_ext: (F,G:name->form) (x:name)
(notin_form x (forall F)) -> (notin_form x (forall G)) ->
(F x)=(G x)->F=G.
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[-expansion:

Axiom form_exp: (F:form)(n:name)
(Ex [G:name->form] (notin_form n (forall G)) /\ F=(G n)).

Axiom ho_form_exp: (F:name->form) (n:name)
(Ex [G:name->name->form]
(notin_form n (forall ([_:name] (forall (G _)))))
/\ F=(G n)).

Axiom ho2_form_exp: (F:name->name->form) (n:name)
(Ex [G:name->name->name->form]
(notin_form n (forall ([u:name] (forall [v:name] (forall (G u v))))))
/\ F=(G n)).

A very useful property, used a lot in the formal development described in [HMS01b] and
derivable from the Theory of Contexts, is the monotonicity of freshness predicates:

Lemma NOTIN_CAP_MONO : (M:name->cap) (x,y:name) (notin_cap x (M y)) ->
(notin_ho_cap x M).

Lemma NOTIN_PROC_MONO : (P:name->proc)(x,y:name) (notin_proc x (P y)) ->
(notin_proc x (nu P)).

Informally, the previous lemmata state that, in order to conclude that a name x does not
occur free in a capability context M (resp. a process context P), it is sufficient to prove that
x does not occur free in (M y) (resp. (P y)) for a generic name y. The proof technique used
to derive the first result is the same illustrated in Section 6.1.2 to prove HO_TM_IND, i.e., we
first prove the following lemma which then implies (by means of the unsaturation property”)
NOTIN_CAP_MONO:

Lemma PRE_NOTIN_CAP_MONO: (A:cap) (M:name->cap)
(z:name) (notin_ho_cap z M) ->
A=(M z) -> (x,y:name) (notin_cap x (M y)) ->
(notin_ho_cap x M).

As far as the proof of the second monotonicity result is concerned, we need a more so-
phisticated approach. Indeed, the presence of higher-order constructors requires a stronger
induction hypotheses in order to apply it several times to terms which are not proper sub-
terms of those involved in the current case, but that may differ by some renamings. Hence,
we must define a suitable measure on processes and proceed by induction on it. The following
inductive definition formalizes such a notion:

Inductive 1lnp: proc —-> nat -> Prop:=
lnp_nu : (P:name->proc) (n:nat) ((x:name) (1np (P x) n)) ->
(Inp (nu P) (S n))

"Notice that in this case we can obtain a fresh name not occurring in a capability context even if this
syntactic category does not feature a higher-order constructor. Indeed, capabilities are used to build processes
which have two higher-order constructors (namely, restriction and input action); hence, to yield a name not
occurring in M:name->cap we can eliminate the unsaturation property over, e.g., (nu [_:name] (out_act (M

).
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| Inp_nil : (lonp nil (S 0))
| lnp_par : (P,Q:proc)(nl,n2:nat)(lnp P n1) -> (lnp Q n2) ->
(Inp (par P Q) (S (plus nl n2)))
lnp_bang : (P:proc)(n:nat)(lnp P n) -> (lnp (bang P) (S n))
lnp_amb : (P:proc)(m:nat)(lnp P n) -> (M:cap)(lnp (ambient M P) (S n))
lnp_cap : (P:proc)(n:nat)(lnp P n) -> (M:cap)(lnp (cap_act M P) (S n))
lnp_in : (P:name->proc) (n:nat) ((x:name) (lnp (P x) n)) ->
(1np (in_act P) (S n))
| 1np_out : (M:cap)(lnp (out_act M) (S 0)).

Intuitively, (1np P n) holds if and only if the term P contains exactly n occurrences of
constructors of type proc. The following results state that 1np is preserved by arbitrary
renamings and that it is possible to associate a measure to every term of type proc:

Lemma LNP_RW: (n:nat)(P:proc)(lnp P n) ->
(x:name) (Q:name->proc) (notin_proc x (nu Q)) ->
P=(Q x) -> (y:name)(1np (Q y) n).

Lemma LNP_TOT: (P:proc)(Ex [n:nat](lnp P n)).

The first lemma requires a complete induction on n (complete induction on natural numbers
is easily derivable in Cog®), while the second is proved by structural induction on A (LNP_RW
is needed in the cases related to restriction and input action). At this point the following
result can be derived by means of a complete induction on n and LNP_RW:

Lemma PRE_NOTIN_PROC_MONO: (n:nat) (A:proc)(lnp A n) ->
(P:name->proc) (z:name) (notin_proc z (nu P)) ->
A=(P z) -> (x,y:name) (notin_proc x (P y)) ->
(notin_proc x (nu P)).

Then NOTIN_PROC_MONO easily follows by means of the unsaturation property and LNP_TOT.
It is important to stress that the axioms of S-expansion and extensionality over capabilities
and processes (at various levels) are essential in order to “lift” the structural information
available about plain terms to the level of functional terms (i.e. contexts) in the same way
described in Section 6.1.2.

The same proof techniques described above can be successfully applied in order to de-
rive the following monotonicity results about the free occurrence predicates isin_cap and
isin_proc:

Lemma ISIN_CAP_MONO : (M:name->cap)(x,y:name) x=y ->

(isin_cap x (M y)) -> (isin_ho_cap x M).
Lemma ISIN_PROC_MONO : (P:name->proc)(x,y:name) ~x=y ->

(isin_proc x (P y)) -> (isin_proc x (nu P)).

Then we can derive another useful property whose explicit axiomatization is needed when
we do not work in a classical setting, namely, the decidability of occur checking:

Lemma NOTIN_CAP_DEC : (M:cap)(x:name) (isin_cap x M) \/ (notin_cap x M).

Lemma NOTIN_PROC_DEC : (P:proc) (n:name)(isin_proc n P) \/ (notin_proc n P).

8See Section 6.1.5 for the definition in Coq of the complete induction principle on natural numbers.
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It follows that the only classical flavour we need is the decidability of the equality over names
(dec_name).

6.2.11 Formal metatheory

In this section we will describe the formal development so far accomplished about the Am-
bient Calculus and the related modal logic previously recalled (Sections 6.2.1 to 6.2.4). This
is a work in progress (and still far from being finished); however, we already proved a set of
interesting properties about fresh renamings which are at the heart of the metatheory of the
Ambient Calculus and Ambient Logic.

Structural Congruence is preserved by Fresh Renaming

The first properties we prove are related to the Structural Congruence: the main result is
that the latter is preserved by fresh renaming:

Lemma 6.1 For all processes P, Q if P = Q holds, then for all names n, m (where m ¢
fn(P)U fn(Q)) we have that P{n «— m} = Q{n «— m} also holds. 0

The formalization in Coq of the previous property is as follows:

Lemma STRUCT_RW: (P,Q:name->proc) (x:name)
(notin_proc x (nu P)) -> (notin_proc x (nu Q)) ->
(struct_eq (P x) (Q x)) ->
(y:name) (notin_proc y (nu P)) -> (notin_proc y (nu Q)) ->
(struct_eq (P y) (Q y)).

That is, we model substitution of names for names by means of functional application.
Indeed, by means of proc_exp a term R of type proc can always be equated to (P x) for
a given x not occurring in (nu P). Whence, if R £ €'L(P), the result of the substitution
P{n < m} formally corresponds to (P y).

A preliminary result necessary in order to prove Lemma 6.1 is the following:
Lemma 6.2 For all processes P, Q, if P = Q then fn(P) = fn(Q). O
We proved this fact by the following two lemmata in Coq:

Lemma STRUCT_NOTIN : (A,B:proc) (struct_eq A B) ->
(x:name) ((notin_proc x A) -> (nmotin_proc x B)) /\
((notin_proc x B) -> (notin_proc x A)).

Lemma STRUCT_ISIN : (A,B:proc)(struct_eq A B) —->
(x:name) ((isin_proc x A) -> (isin_proc x B)) /\
((isin_proc x B) -> (isin_proc x A)).

The first lemma is a straightforward structural induction on the derivation of the premise,
while the second follows from the former by applying NOTIN_PROC_DEC.

The abovementioned results correspond to Lemma 4-3 of [CG00] (extended with the cases
involving the restriction operator):

Consider any process P and names m, m/, with m’ € fn(P). For all P', if
P = P’ then m' € fn(P') and P{m «— m'} = P'{m < m'}. Moreover, for
all @, if P{m «— m'} = @ then there is a P’ with P = P/, m’ ¢ fn(P’) and
Q= P'{m —m'}. O



134 CHAPTER 6. CASE STUDIES

Representing P with (P m) and P’ with (Q m) allows us to formalize both directions of
the quoted lemma by means of RED_RW. Indeed, m and m’ can be swapped without altering
the meaning of the lemma, allowing to deduce (struct_eq (P m) (Q m)) from (struct_eq
(P m’) (Q m)),ie, P=P from P{m «— m'} = Q where Q = P'{m «— m/}. This
is similar to the formalization of the m-calculus metatheory carried out in [HMS01b] where
Lemma 3’ and Lemma 4 yield the same formalization. It is interesting to notice how naturally
and cleanly HOAS allows one to express this kind of property about fresh renamings. The
latter play a fundamental réle in the metatheory of nominal calculi and their importance is
confirmed by the criterion introduced in [Pit01b] in order to establish which properties are
worthwhile. Such a criterion amounts to the notion of equivariance property (also known as
the “fundamental assumption of Nominal Logic”), i.e., the invariance of the validity under
swapping names.

Lemma STRUCT_RW allows to derive the following result which is often useful during the
formal development:

Lemma STRUCT_RES: (P,Q:name->proc) (x:name)
(notin_proc x (nu P)) -> (notin_proc x (nu Q)) ->
(struct_eq (P x) (Q x)) -> (struct_eq (nu P) (nu Q)).

This essentially amounts to a simpler introduction rule (w.r.t. the constructor struct_res)
for establishing the structural congruence of two restricted processes.

Satisfaction is up to Structural Congruence

A crucial metatheoretical result involving the satisfaction relation is Lemma 2-1 of [CGO1]:
(PEAANP=P)=PEA O
The corresponding formalization in Coq is the following:

Lemma SAT_UPTO_STRUCT_EQ: (A:form) (P:proc)(sat P A) ->
(P’ :proc) (struct_eq P P’) -> (sat P’ A).

The proof technique is a structural induction on A; lemmata STRUCT_NOTIN and STRUCT_RES
are needed in the cases involving revelation () and revelation adjunct (©), respectively.

Reductions are preserved by Fresh Renaming

In this section we will show a similar result to that previously proved about Structural
Congruence; more precisely we are going to formalize Lemma 4-4 of [CGO00] extended with
the case involving the restriction operator:

Consider any process P and names m, m’, with m’ ¢ fn(P). For all P', if
P — P’ then m’ &€ fn(P') and P{m <« m'} — P'{m < m'}. Moreover, for
all Q, if P{m <« m'} — @ then there is a P’ with P — P’ m’ ¢ fn(P’) and
Q= P{m < m'}. O

However, before proceeding to the main statement, we need to prove that substitution is also
preserved by fresh renamings, since rule (Red Comm) involves substitution of capabilities
for names. Indeed, we prove a stronger result, namely, substitution of capabilities for names
is preserved by renamings (not necessarily fresh):
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Lemma 6.3 For all capabilities M, N, R, processes P, Q and names m, n, n’ (where
m#n,n'),

e if R=N{m — M}, then R{n < n'} = N{n < n'}{m — M{n «—n'}};
e if @ =P{m— M}, then Q{n —n'} = P{n — n'}{m — M{n «— n'}}. O
The corresponding statements in Coq are the following:

Lemma SUBST_CAP_RW : (M,R:name->cap) (N:name->name->cap)
(x:name) (notin_ho_cap x M) -> (notin_ho_cap x R) —->
(notin_ho2_cap x N) ->
(subst_cap (M x) (N x) (R x)) —>
(y:name) (subst_cap (M y) (N y) (R y)).

Lemma SUBST_PROC_RW : (M:name->cap) (P:name->name->proc) (Q:name->proc)
(x:name) (notin_ho_cap x M) ->
(notin_proc x (nu [_:name](nu (P _)))) ->
(notin_proc x (nu Q)) ->
(subst_proc (M x) (P x) (Q x)) ->
(y:name) (subst_proc (M y) (P y) (Q y)).

Similarly to the case of Structural Congruence, we formalize Lemma 4-4 in two steps: first
of all we prove that if P — @ and n ¢ fn(P) then n & fn(Q):

Lemma RED_NOTIN: (A,B:proc)(red A B) ->
(x:name) (notin_proc x A)->(notin_proc x B).

Then, we prove the main statement of this section:

Lemma RED_RW: (P,Q:name->proc) (x:name)
(notin_proc x (nu P)) -> (notin_proc x (nu Q)) ->
(red (P x) (Q %)) —>
(y:name) (notin_proc y (nu P)) -> (notin_proc y (nu Q)) ->
(red (P y) (Q y)).

The properties proved for red (namely RED NOTIN and RED RW) are easily extended to its
reflexive and transitive closure red_star:

Lemma RED_STAR_NOTIN : (A,B:proc)(red_star A B) ->
(x:name) (notin_proc x A) -> (notin_proc x B).

Lemma RED_STAR_RW : (P,Q:name->proc) (x:name)
(notin_proc x (nu P)) -> (notin_proc x (nu Q)) ->
(red_star (P x) (Q x)) ->
(y :name)
(notin_proc y (nu P)) -> (notin_proc y (nu Q)) ->
(red_star (P y) (Q y)).
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Nesting is preserved by Fresh Renaming

Continuing with our formalization, we will show that nesting () is preserved by fresh re-
naming in the sense of Lemma 4-5 of [CGO0]:

Consider any process P and names m, m’, with m’ ¢ fn(P). For all P', if
P | P’ then m' ¢ fn(P’) and P{m «— m'} | P'{m < m'}. Moreover, for
all @, if P{m < m'} | Q then there is a P’ with P | P, m’ ¢ fn(P’') and
Q= P{m < m'}. 0

Like in the case of the previously proved results about Structural Congruence and the Re-
duction System, we first show that if P | @ and n & fn(P) then n & fn(Q):

Lemma NEST_NOTIN: (A,B:proc)(nest A B) —->
(x:name) (notin_proc x A)->(notin_proc x B).

The main statement easily follows from STRUCT_RW since nesting is defined in terms of Struc-
tural Congruence:

Lemma NEST_RW: (P,Q:name->proc) (x:name)
(notin_proc x (nu P)) -> (notin_proc x (nu Q)) ->
(nest (P x) (Q x)) —>
(y:name) (notin_proc y (nu P)) -> (notin_proc y (nu Q)) ->
(nest (P y) (Q y)).

Like in the case of red, the previous two lemmata about nest are easily extendible to its
reflexive and transitive closure nest_star:

Lemma NEST_STAR_NOTIN : (A,B:proc)(nest_star A B) ->
(x:name) (notin_proc x A) -> (notin_proc x B).

Lemma NEST_STAR_RW : (P,Q:name->proc) (x:name)
(notin_proc x (nu P)) -> (notin_proc x (nu Q)) ->
(nest_star (P x) (Q x)) —->
(y :name)
(notin_proc y (nu P)) -> (notin_proc y (nu Q)) ->
(nest_star (P y) (Q y)).

Satisfaction is preserved by Fresh Renaming

Almost all of the previous lemmata about fresh renamings are to be considered as preliminary
results in order to prove a fundamental property of the Ambient Logic stating that fresh
renaming preserves the satisfaction relation = (Lemma 2-3 of [CGO1]):

For all closed formulas A, processes P, and names m, m/, if m’ ¢ fn(P)U fn(A)
then P = A< P{m «—m'} E A{m <« m'}. O

The corresponding statement in Coq is the following:

Lemma SAT_RW: (P:name->proc) (F:name->form) (x:name)
(notin_proc x (nu P)) -> (notin_form x (forall F)) ->
(sat (P x) (F x)) ->
(y:name) (notin_proc y (nu P)) -> (notin_form y (forall F)) ->
(sat (P y) (F y)).
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Since the satisfaction relation is not representable by an inductive predicate (as we remarked
in Section 6.2.9), we do not have a structural induction principle on sat. Hence, we mimick
the proof “on paper” (which is carried out by induction on the number of symbols in the
closed formula A) proceeding by complete induction on the number of constructors occurring
in a formula. More precisely, we start by introducing the following inductive relation:

Inductive 1ln: form -> nat -> Prop:=

1n_T : (In T (S O))
| 1n_neg : (F:form) (n:nat)(In F n) -> (In (neg F) (S n))
| 1n_Or : (F,G:form) (n1,n2:nat)(1n F n1) -> (In G n2) ->
(In (Or F G) (S (plus nl n2)))
| 1n_zero : (In zero (S 0))
| 1n_comp : (F,G:form) (n1,n2:nat)(1n F n1) -> (In G n2) ->

(In (comp F G) (S8 (plus nl n2)))
| In_comp_adj : (F,G:form)(nl,n2:nat)(ln F nl) -> (1n G n2) ->
(In (comp_adj F G) (S (plus nl n2)))

| 1In_loc : (F:form) (x:name) (n:nat)(1n F n) -> (In (loc x F) (S n))
| In_loc_adj : (F:form)(x:name)(n:nat)(ln F n) ->
(In (loc_adj F x) (S n))
| 1n_rev : (F:form) (x:name) (n:nat)(ln F n) -> (In (rev x F) (S n))
| 1n_rev_adj : (F:form) (x:name) (n:nat)(ln F n) ->
(1n (rev_adj F x) (S n))
| In_sometime : (F:form)(n:nat)(ln F n) -> (1ln (sometime F) (S n))
| 1n_somewhere : (F:form)(n:nat)(ln F n) -> (In (somewhere F) (S n))
| 1In_forall : (F:name->form) (n:nat)

((x:name) (1n (F x) n)) -> (1ln (forall F) (S n)).

Intuitively, (In A n) holds if and only if A contains n occurrences of form-constructors.
Like 1np (the measure on processes we introduced in Section 6.2.10), 1n is preserved by
renaming (not necessarily fresh):

Lemma LNP_RW: (n:nat) (P:proc)(lnp P n) ->
(x:name) (Q:name->proc) (notin_proc x (nu Q)) ->
P=(Q x) -> (y:name) (1np (Q y) n).

As for LNP_RW (see Section 6.2.10), the proof requires a complete induction on n. Then, we
prove that for every term of type form there exists a natural number n such that (1n A n):

Lemma LN_TOT: (A:form)(Ex [n:nat](ln A n)).

The proof is an easy structural induction on A (LN_RW is needed in the case related to the
universal quantification).

Finally, we can carry out the proof of SAT_RW by means of a complete induction on the
measure of (F x), using when needed all the previously proved renaming lemmata about
Structural Congruence, reductions, nesting etc.

6.3 Pragmatic remarks

We conclude this chapter by highlighting some pragmatic issues we found particularly inter-
esting or problematic in dealing with metatheoretical proof developments about HOAS-based
encodings.
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6.3.1 Lifting structural information

All the renaming lemmata illustrated in the previous sections have very similar statements
(the only differences are in the particular relation which we want to be preserved by renaming
and eventually in the syntactic categories involved) and are formally proved in Coq by means
of the same proof technique. Indeed, they are all subsumed by the following pattern:

@ fn(Ci[) V... U fn(Cul]) and P(Cifal,. .., Cula)
Wy & fa(C1[) U~ U fn(Cul 1) P(Cily], -, Culy))

where P is a given n-ary relation (e.g., a-equivalence, Structural Congruence, capture-
avoiding substitution, reduction relation etc.) and Ci[]...,Cy[| are variables represent-
ing contexts over a given syntactic category. Usually, this kind of properties are proved
“with pencil and paper” by carrying out a structural induction either on the derivation of
the premise P(Ci[z],...,Cylz]) or on one of the arguments C;[z] (1 < i < n) or a “mea-
sure” of an argument (e.g., the number of symbols it contains). However, Coq tactics (in
particular those handling induction principles) do not deal adequately with higher-order uni-
fication; hence, we are forced to prove a preliminary version of the renaming lemma where
we introduce by hand the necessary unifications in order to recover sufficient information on
the structure of the contexts C;[-] from their instantiations C;[z]| (throughout this chapter
we have reported several examples, e.g., lemmata PRE_HO_TM_IND and PRE_ALPHA RW in Sec-
tions 6.1.2 and 6.1.5 and lemma PRE_NOTIN_PROC_MONO in Section 6.2.10). In other words,
we “lift” structural information to the level of functional terms; in order to achieve this goal,
the axioms of [-expansion and extensionality turn out to be indispensable (indeed, this is
the original motivation of their introduction in [HMS01b]). Hence, our original goal becomes
the following:

x & fn(Ci[-))U...U fn(Cyl]) and Th = Ciz],...,T, = Cplz] and P(T1,...,T},)
Vy & fn(Cil]) U... U fn(Cul]). P(Cily], ..., Culy])

where T1, ..., T, are plain terms and 71 = Ci[z],...,T, = Cy[z] are the necessary unifica-
tions. Clearly we can infer 6.1 from 6.2 by taking T; = C;[z].

During the proof, the inductive hypothesis gives us some structural information on
T1,...,T,. Then we can expand the latter into a context applied to x yielding the equations
Ty =T][z],..., T, = T)[x] where z & fn(T{[-])U...U fn(T),[-]). Differently from C;[-], T}[]
is not a variable, but a concrete context. Hence, by transitivity of equality we obtain the
equations C;[z] = T/[z]; whence, by means of extensionality, we get C;[-] = T/[], i.e., the
structural information we needed on the variable C;[-]. Such an information can then be
transferred to the instantiations over y in the current goal in order to apply the suitable
constructor of P and solve the subsequent subgoal by means of the inductive hypothesis.

(6.1)

(6.2)

6.3.2 Inversion issues

We have seen in Section 6.2.2 that the Structural Congruence relation identifies processes up
to some (spatial) rearrangements, allowing to formalize a simpler reduction system. However,
there is a price to pay for this simplification; indeed, the inversion tactic of Coq becomes
practically useless when applied to a hypothesis of type (struct_eq P Q). The reason is
that struct_eq features two rules which do not enjoy the subformula property and are
always applicable, namely, struct_symm and struct_trans. Hence, inverting a hypothesis
of type (struct_eq P Q), yields (among the other subgoals) a context where the original
hypothesis has been replaced by (struct_eq Q P). Thus, the complexity of the goal has not
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been reduced and inverting the new hypothesis arises the same problem leading us to switch
ad infinitum back and forth between (struct_eq P Q) and (struct_eq Q P). Luckily, so
far we did not need to use inversion tactics on hypotheses about structural congruences of
processes (only induction was in need).

6.3.3 Statistics

Differently from proofs with “pencil and paper”, the activity of semiautomated proof de-
velopment does not allow one to sweep anything under the rug. Thus, it is not possible to
conclude a proof saying, e.g., “the remaining cases are proved by a similar argument” nor
we can take for granted even elementary properties. This fact has the pleasant consequence
of yielding proofs which are indeed sound and exhaustive, but on the other hand charges the
user with a consistent burden. Obviously, the latter progressively increases with the com-
plexity of the object language, since having more constructors means more cases to carry
out in proofs by structural induction and/or inversion.

In order to give an idea of the increase of complexity when passing from the untyped
A-calculus to the Ambient Calculus, we end by giving in Table 6.1 some empirical data
obtained from the two case studies illustrated in this chapter. All data refer to the following
environment: Sun UltraSPARC Ile (64 bit) 440 MHz, 768 MB RAM (100 MHz), Coq V7.1
in native mode. As the number of proofs is concerned, we also included minor auxiliary
lemmata which were necessary in order to prove the main results illustrated throughout the
chapter.

\ untyped \-calculus Ambients
Number of proofs 64 56
Size of source code 70 KB 172 KB
Broadest proof tree 5 main subgoals 22 main subgoals
Times of compilation ~ 1 min 13 sec ~ 7 min 24 sec
Maximum memory consumption ~ 38 MB ~ 188 MB
Size of .vo 1075 KB 6271 KB

Table 6.1: Some statistics on the formal development so far accomplished.
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Conclusions

The results contained in this thesis are part of the achievements of an ongoing research
program at the Computer Science Department of the University of Udine (started in 1992)
on proof editors based on HOAS-encodings in dependent typed A-calculi for formally rea-
soning about properties of program logics. So far, many case studies have been carried out:
Structured and Natural Operational Semantics, Modal Logics, Dynamic Logics [Mic97], u-
calculus [Mic97, MicO1b]. These experiences have yielded a deep knowledge on the subtleties
and issues involved in the complex task of representing and reasoning about formal systems
in type theory based logical frameworks.

One important achievement of the research carried out so far by our group is the so-called
Theory of Contexts, which was originally conceived in [HMSO01b] for metareasoning about
a HOAS-encoding of the w-calculus. Its consistency, following an original idea of Hofmann,
has been proved in Chapter 5 by means of a functorial model based on covariant presheaves.
This rather complicated construction has been carried out in full detail, instead of resorting
to “esoteric” categorical notions, in order to make it readable to readers unaware of the
complicated notions of tripos theory. Indeed, we think that the technical machinery we have
presented should be applicable also for reasoning about models with a similar structure.
Hence, a reader wanting to carry out a similar construction will grasp more hints from a de-
tailed construction than from an abstract, although interesting, discussion on the properties
enjoyed by tripos structures.

The consistency of the Theory of Contexts yields an important consequence, i.e., it can
be safely embedded in existing logical frameworks (as far as their logics do not entail the
Axiom of Unique Choice) in order to provide a suitable environment for formally reason-
ing about HOAS-encodings of nominal calculi. For instance, this theory has been used
fruitfully for developing the (meta)theory of several object languages in the proof assistant
Coq [TCDTO1]; see [HMSO01b, MicOla] for the case of m-calculus and A-calculus, respec-
tively. Moreover, in this thesis we presented two other complex case studies. The first one
concerned the development of the metatheory of a-equivalence for the untyped A-calculus.
Moreover, we provided the formal proof of the equivalence of three alternative formulations
of a-equivalence. Finally a HOAS-encoding of the Ambient Calculus and of the satisfaction
relation of the related Modal Logic introduced in [CGO1] has been presented. In the latter
case a formal development of a set of fresh renaming properties lying at the heart of the
metatheory of the Ambient Calculus has been formally proved.



142 CHAPTER 7. CONCLUSIONS

We feel that one of the main advantages of our axiomatic approach, compared to other
semantical solutions in the literature [FPT99, GP99], is that it requires a very low mathe-
matical and logical overhead. We do not need to introduce a new abstraction and concretion
operators as in [GP99], but we can continue to model abstraction with A-abstraction and
instantiation with functional application. Therefore our approach can be easily utilized in
existing interactive proof assistants, e.g., Coq, without needing a redesign of the system.

As far as the problem of formally reasoning about nominal logics is concerned, we think
that our approach is still more fruitful since the user is not forced to choose a specific
framework, loosing a considerable amount of time in learning a new tool. Indeed, it can
continue to use its preferred LF simply adding our axioms to its signatures. Indeed, the
simplicity of our axiomatic approach comes from the very low mathematical and logical
overhead required, since the existing machinery of the framework is exploited. However,
as we pointed out in Section 4.4, we have a poor functional theory. Hence, if functional
programming is the primary need, other frameworks (e.g., [PitOla]) are to be considered.

Future work. At least three possible developments are stemming from this work.

1. A still open question is about the completeness of the Theory of Contexts. It is not
clear which class of properties can be derived from our axioms; a suitable character-
ization is needed. The development of complex case studies may be of some help.
In particular we plan to complete the formalization of the properties of the Ambient
Logic introduced in [CGO01] and further investigated in [CCO1]. We are expecting some
interesting insights from this work since Cardelli and Gordon explicitly use the Gabbay-
Pitts’ fresh-name quantifier (/) in order to talk about restricted names in a process. It
would be interesting to see if the properties involving I can be derived using the Theory
of Contexts. Our confidence is motivated by the fact that our encoding methodology
and axioms allow one to formulate and prove equivariant properties [Pit01b] in a very
natural way, as it is witnessed by the formal development described in Section 6.2.11.

2. Another direction is to extend the model in order to handle more expressive met-
alanguages. For instance, one could take into account a theory of dependent and
impredicative types. The expressive power of such a metalanguage would allow the rep-
resentation and the manipulation of proof objects, via the usual “propositions-as-types”
paradigm. An example of object theories which could be dealt with in this case are
Natural Deduction-style proof systems; then, the well-known Inversion Lemma could
be proved by induction over proof objects, using (a suitable extension of) the Theory
of Contexts.

3. According to our experience, the activity of computer-assisted proof development is still
at the beginning in the sense that the limits of current implementations are rather frus-
trating for the final user. For instance, in Coq there is no primitive support for HOAS-
encodings and higher-order unifications produce some weird behaviours of many useful
tactics, forcing the user to manually add the necessary equalities in the statements
to prove (see e.g. all the PRE_lemmata of Chapter 6). Since HOAS and higher-order
induction/recursion principles have been proved to be sound in many works, it is time
to provide a better support for HOAS-encodings, e.g., automatic generation of higher-
order induction/recursion principles for types of the form v — ¢, where ¢ is inductively
defined and v is an open set (i.e., not inductive).



Deriving Higher-Order Induction
Principles

This appendix contains the full Coq code formalizing the derivation of the higher-order
induction principle for contexts of type var->tm by means of the complete induction principle
on natural numbers, Ind" and the axioms of the Theory of Contexts.

(* We use the Coq library Omega to automatize the verification *)
(* of inequalitites on natural numbers. *)
Require Omega.

(* Encoding of syntax: variables and terms *)
Parameter var: Set.

Inductive tm : Set:=
is_var: var -> tm
| app: tm -> tm -> tm
| lam: (var -> tm) -> tm.

(x Freshness predicate *)

Inductive notin [x:var]: tm -> Prop:=
notin_var: (y:var)~x=y -> (notin x (is_var y))
| notin_app: (M,N:tm) (notin x M) -> (notin x N) -> (notin x (app M N))
| notin_lam: (M:var->tm) ((y:var) x=y -> (notin x (M y))) ->
(notin x (lam M)).

In the following Section we derive the course of values induction principles on natural
numbers (NAT_IND):

Section nat_ind_complete.

Lemma NAT_COMPLETE: (P:nat->Prop)
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((n:nat) ((m:nat) (1t m n) -> (P m))->(P n)) ->
(a,b:nat) (1t b a) —> (P b).

Proof.

Do 2 Intro; Induction a; Intros;

[ Inversion_clear HO

| Inversion_clear Hi;

[ Apply H; Intros; Apply HO; Auto | Apply HO; Unfold 1lt; Assumption ] J.
Qed.

Lemma NAT_IND: (P:nat->Prop)
(P O)->
((n:nat) ((m:nat) (1t m n) -> (P m))->(P n))->
(n:nat) (P n).

Proof.

Do 3 Intro; Induction n; Intros;

[ Assumption

| Apply HO; Intros; Inversion H2;

[ Assumption | Apply NAT_COMPLETE with (S nO); Assumption ] ].
Qed.

End nat_ind_complete.

In the next Section we instantiate the Theory of Contexts for the encoding of untyped
A-calculus.

Section ToC.

(* Axiom stating the decidability of Leibniz’s equality over names. *)
Axiom dec_var: (x,y:var)x=y \/ “x=y.

(* Unsaturation *)

Axiom unsat: (M:tm) (Ex [x:var](notin x M)).

(* Expansion for plain terms and unary contexts *)

Axiom exp: (M:tm)(x:var)(Ex [N:var->tm] (notin x (lam N)) /\ M=(N x)).

Axiom ho_exp: (M:var->tm) (x:var)
(Ex [N:var->var->tm] (notin x (lam [_:var](lam (N _)))) /\ M=(N x)).

(* Extensionality *)
Axiom ext: (F,G:var->tm) (x:var)
(notin x (lam F)) -> (notin x (lam G)) —>

(F x)=(G x) -> F=G.

End ToC.
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Next we define the relation 1 counting the number of constructors in terms of type tm:

Inductive 1: tm -> nat -> Prop:=
1l var : (x:var) (1 (is_var x) (S 0))
| 1_app : (M,N:tm)(nl,n2:nat)(1 M n1) -> (1 N n2) ->
(1 (app M N) (S (plus nl n2)))
| 1_lam : (M:var->tm) (n:nat) ((y:var)(1l (M y) n)) -> (1 (lam M) (S n)).

The next auxiliary lemma allows to prune inconsistent cases during the proof development:
it states that for every term M of type tm if (1 M n) holds, then n must be greater than 0:

Lemma L_S: (M:tm)(n:nat)(1 M n)->(1t 0 n).

Proof.

Induction M; Intros;

[ Inversion_clear H; Unfold 1lt; Apply le_n

| Inversion_clear H1; Cut (1t 0 nl); [ Intro | Apply H; Assumption ];
Cut (1t 0 n2); [ Intro | Apply HO; Assumption ]; Omega

| Inversion_clear HO; Elim (unsat (lam is_var)); Intros; Cut (1t 0 nO);
[ Intro | Apply H with x; Auto ]; Unfold 1t; Apply le_S; Assumption ].

Qed.

The net lemma plays a fundamental role in the rest of the development: it states that 1 is
a relation invariant w.r.t. renamings:

Lemma L_RW: (n:nat)(M:tm)(1 M n) ->
(x:var) (N:var->tm) (notin x (lam N)) -> M=(N x) ->
(y:var) (1 (N y) n).
Proof.
Intro; Pattern n; Apply NAT_IND; Intros.
Cut (1t 0 (0)); [ Intro | Apply L_S with M; Assumption ].
Inversion_clear H2.

Inversion HO.

Elim (dec_var x x0); Intros.

Rewrite <- H5 in H3; Rewrite <- H3 in H2; Cut N=([_:var] (is_var _));

[ Intro

| Apply ext with x; Try (Apply notin_lam; Intros; Apply notin_var);
Auto ].

Rewrite H6; Apply 1l_var.

Rewrite <- H3 in H2; Cut N=([_:var] (is_var x0));

[ Intro

| Apply ext with x; Try (Apply notin_lam; Intros; Apply notin_var);
Auto ].

Rewrite H6; Apply 1l_var.

Elim (exp MO x); Elim (exp NO x); Intros.

Inversion_clear H7; Inversion_clear HS.

Rewrite H10 in H5; Rewrite H11 in H5; Rewrite <- H5 in H2.
Cut N=([_:var] (app (x1 _) (%0 _)));
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[ Intro
| Apply ext with x; Try (Apply notin_lam; Intros; Inversion_clear H7;
Inversion_clear H9; Apply notin_app); Auto ].
Rewrite H8; Apply 1l_app;
[ Apply H with (x1 x) x;
[ Rewrite <- H6; Omega
| Rewrite <- H11; Assumption
| Assumption
| Trivial ]
| Apply H with (x0 x) x;
[ Rewrite <- H6; Omega
| Rewrite <- H10; Assumption
| Assumption
| Trivial ] ].

Elim (ho_exp MO x); Intros.
Inversion_clear H6.
Rewrite H8 in H4; Rewrite <- H4 in H2.
Cut N=([_:var](lam (x0 _))); [ Intro | Apply ext with x; Auto ].
Rewrite H6; Apply 1l_lam; Intro.
Elim (unsat
(app (lam [_:var](lam (x0 _)))

(app (is_var x) (app (is_var y) (is_var y0))))); Intros.
Inversion_clear H9; Inversion_clear H11l; Inversion_clear H9;
Inversion_clear H12; Inversion_clear H9; Inversion_clear H13.
Apply H with (x0 y x1) x1;

[ Rewrite <- H5; Unfold 1t; Apply le_n

| Idtac

| Inversion_clear H10; Apply notin_lam; Intros;
Cut (notin x1 (lam (x0 y))); [ Intro | Auto ]; Inversion_clear H14;
Auto

| Trivial 1].

Change (1 ([_:var](x0 _ x1) y) nl) ; Apply H with (x0 x x1) x;

[ Rewrite <- H5; Unfold 1t; Apply le_n

| Rewrite <- HS8; Auto

| Inversion_clear H7; Apply notin_lam; Intros;
Cut (notin x (lam (x0 y1))); [ Intro | Auto ]; Inversion_clear H14;
Auto

| Trivial 1J.

Qed.

The relation 1 is also total in the sense that for every term M of type tm there exists a natural
number n such that (1 M n) holds:

Lemma L_TOT: (M:tm)(Ex [n:nat]l(1 M n)).

Proof.

Induction M; Intros;

[ Split with (S 0); Apply 1l_var

| Inversion_clear H; Inversion_clear HO; Split with (S (plus x x0));
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Apply 1l_app; Assumption
| Elim (unsat (lam t)); Intros; Elim (H x); Intros; Split with
(S x0); Apply 1l_lam; Intro; Apply L_RW with (t x) x; Auto ].
Qed.

Finally, we are ready to prove the main result, i.e., the higher order induction principle over
terms of functional type var->tm. This will be carried out in two steps: first we prove a
preliminary lemma PRE_HO_TM_IND with all the necessary unifications added as premises in
order to overcome the issues due to the inadequate treatment of higher-order unification in
Coq. Then, lemma HO_TM_IND is proved as an immediate corollary of PRE_HO_TM_IND.

Lemma PRE_HO_TM_IND: (P:(var->tm)->Prop)
((x:var) (P [_:var](is_var x))) ->
(P is_var) ->
((M,N:var->tm) (P M) -> (P N) —>
(P [x:var](app (M x) (N x)))
) >
((M:var->var->tm) ((y:var) (P [x:var](M x y))) ->
(P [x:var](lam (M x)))
) >
(n:nat) M:tm) (1 M n) ->
(N:var->tm) (x:var) (notin x (lam N)) ->
(N x)=M -> (P N).
Proof.
Do 6 Intro; Pattern n; Apply NAT_IND; Intros.
Cut (1t 0 (0)); [ Intro | Apply L_S with M; Assumption ].
Inversion_clear H6.

Inversion H4.

Elim (dec_var x x0); Intros.

Rewrite <- H9 in H7; Rewrite <- H7 in H6; Cut N=is_var;

[ Intro

| Apply ext with x; Try (Apply notin_lam; Intros; Apply notin_var);
Auto ].

Rewrite H10; Assumption.

Rewrite <- H7 in H6; Cut N=([_:var] (is_var x0));

[ Intro

| Apply ext with x; Try (Apply notin_lam; Intros; Apply notin_var);
Auto ].

Rewrite H10; Auto.

Elim (exp MO x); Intros; Elim (exp NO x); Intros.

Inversion_clear H11; Inversion_clear H12.

Rewrite H14 in H9; Rewrite H15 in H9; Rewrite <- H9 in H6.

Cut N=([x:var](app (x0 x) (x1 x)));

[ Intro

| Apply ext with x; Try (Apply notin_lam; Intros; Inversion_clear H11;
Inversion_clear H13; Apply notin_app); Auto ].
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Rewrite H12; Apply Hi;
[ Apply H3 with nl (x0 x) x;
[ Rewrite <- H10; Omega
| Rewrite <- H14; Assumption
| Assumption
| Trivial 1]
| Apply H3 with n2 (x1 x) x;
[ Rewrite <- H10; Omega
| Rewrite <- H15; Assumption
| Assumption
| Trivial ] ].

Elim (ho_exp MO x); Intros.
Inversion_clear H10.
Rewrite H12 in H8; Rewrite <- H8 in H6.
Cut N=([_:var](lam (x0 _))); [ Intro | Apply ext with x; Auto ].
Rewrite H10; Apply H2; Intro.
Elim (unsat (app (lam [_:var] (lam (x0 _))) (app (is_var x) (is_var y))));
Intros.
Inversion_clear H13; Inversion_clear H15; Inversion_clear H13;
Inversion_clear H16.
Apply H3 with nl (x0 x1 y) x1;
[ Rewrite <- H9; Unfold 1t; Apply le_n
| Idtac
| Inversion_clear H14; Apply notin_lam; Intros;
Cut (notin x1 (lam (x0 y0))); [ Intro | Auto ]; Inversion_clear H17;
Auto
| Trivial ].
Elim (unsat
(app (lam [_:var] (lam (x0 _)))

(app (is_var x) (app (is_var x1) (is_var y))))); Intros.
Inversion_clear H16; Inversion_clear H18; Inversion_clear H16;
Inversion_clear H19; Inversion_clear H16; Inversion_clear H20.

Apply L_RW with (x0 x1 x2) x2;

[ Idtac

| Inversion_clear H17; Apply notin_lam; Intros;
Cut (notin x2 (lam (x0 x1))); [ Intro | Auto ]; Inversion_clear H21;
Auto

| Trivial ].

Change (1 ([_:var](x0 _ x2) x1) nl) ; Apply L_RW with (x0 x x2) x;

[ Rewrite <- H12; Auto

| Inversion_clear H11; Apply notin_lam; Intros;
Cut (notin x (lam (x0 y0))); [ Intro | Auto ]; Inversion_clear H21;
Auto

| Trivial ].

Qed.

Lemma HO_TM_IND: (P:(var->tm)->Prop)
((x:var) (P [_:var](is_var x))) —>
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(P is_var) ->
((M,N:var->tm) (P M) -> (P N) ->
(P [x:var](app (M x) (N x)))
) >
((M:var->var->tm) ((y:var) (P [x:var](M x y))) ->
(P [x:var] (lam (M x)))
) >
(M:var->tm) (P M).
Proof.
Intros; Elim (unsat (lam M)); Intros; Elim (L_TOT (M x)); Intros;
Apply PRE_HO_TM_IND with x0 (M x) x; Auto.
Qed.
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Category-theoretical notions

In this section we recall some notions and results from category theory needed in order to
understand the material in Chapter 5. Obviously, this is not intended to be a replacement for
a good text on the subject (e.g. [Mac71, BW90] or, for the impatient reader, the first chapter
of [Bel88]), but only a quick reference for non-categorically minded readers. Moreover, this
section has the aim of fixing notation and giving more complete references to the involved
topics.

Let us start with some basic notation: in the following we will write X € C to mean that
X is an object of the category C and we will denote by C(X,Y) the family of arrows in C
from X to Y.

We will assume fixed a universe of sets, whose elements are called small sets. A category
C is said locally small if for all X,Y € C, the family C(X,Y) is a small set, and small if,
moreover, also the class of objects is a small set. In the following, we will refer to small sets
simply as sets.

The following is a standard notion:

Definition B.1 A category C with terminal object and binary products is cartesian closed
if for every B, C € C there is an object B = C' and a morphism evc,p : (B = C)xB — C
such that for each morphism f : Ax B — C' there is a unique morphism"™ f': A — B = C,
the exponential transpose of f, such that the following diagram commutes:

AxB

(B=C)xB——C

eve,B

Next, we will present some basic results about functor categories, so it is useful a quick
review on some standard notions.

A functor F' : C — D is said to be faithful if, for all A, B € C, F' is injective on C(A, B), it
is said to be full if for each A, B € C, F carries C(A, B) onto D(F(A), F(B)). Finally it is an
embedding if it is injective on objects and faithful, moreover, F' preserves limits if it carries
limit cones into limit cones. In this case, it will in particular preserve cartesian products.
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In order to improve the readability of formulas and diagrams, we may denote the appli-
cation of functors in three different ways: for instance, for F' : C — D and A object of C,
the notations “FA”, “F(A)” and “F4” are equivalent.

Let Set be the category whose objects are sets and whose morphisms are functions
between sets. Given a locally small category C, we will denote by C the category Set® whose
objects are the functors from C to Set and whose morphisms are natural transformations
between them. More precisely:

e an object A of C consists of a family of sets {Ax}yxec, together with a family of
functions {Af}fEC(X,Y), x,yec such that Af : Ax — Ay, Ajq, = ida, and Afog =
Af 9] Ag;

e a morphism m € C(A, B) is a family of functions {mx } xecc, such that mx : Ax — Bx
and for each f: X — Y, my oAy = Bfomy.
If C is small, it is known that the category C is cartesian closed with finite products given
by
1x £ {x} and 1y = id(,y (empty product)
(AXB)XéAXxBX and (AXB)féAfXBf,

moreover (A = B) is given by

(A= B)x 2C(AxC(X,.),B)
(A= B)g(m) £ mo(ida x (-0 f)), for f: Y — Z and m € C(A x C(Y, ), B)

and finally evgc g and "t': A — B = C are given by

(eveB)x({m, b)) = mx({b,idx)), for all X € C,b € By, and m € (B = C)x
(rtjx(a))y : By X V(X, Y) — Cy
("t"x(a))y (b, h) = ty ((An(a), b))

Let us consider the functor Y : C% — C, defined as follows:

e for X € C, Y(X) : C — Set is the Homset functor C(X,_), i.e.: Y(X)z £ C(X, Z) and,
given f:Y — Z, for all g € C(X,Y), V(X)(g9) & fog;

o for f: X =Y, V(f): :)VJ(VX) — Y(Y) is the natural transformation such that, for all
ZeCandgelCY,Z), (Y(f)x(g) =gof.

Then, the following fundamental lemma holds:

Proposition B.1 (Yoneda Lemma) For each A € C and X € C there is a bijective cor-
respondence between C(Y(X), A) and Ax, moreover the correspondence is natural in A and
X.

We give the definition of this bijective correspondence between C(Y(X), A) and Ax: ®x a(m)
= my(idx), for m € C(Y(X), A); the inverse is the natural transformation defined on a € Ax
by (@31, (0)2(f) £ Ag(a), for f € D(X) 2.

An immediate and important consequence of previous result is that the category C°P fully
embeds in C by means of )V, which is called, therefore, Yoneda embedding.
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When an object in C is isomorphic to an object in the image of Y it is said to be
representable. Notice, for example, that, if C has an initial object 0, then the terminal object
1 is representable since 1 = Y(0).

Another useful notion to recall is the concept of adjunction; for our purposes the following
definition suffices.

Definition B.2 Given categories C and D, an adjunction from C' to D is a triple (F,G, ¢),
where F,G are functors, F': C — D, G : D — C and ¢ is a function which maps every
A€ C and B € D to a bijection ¢pa,p : C(A,Gg) = D(Fa, B), natural in A and B, i.e., the
following hold:

o dap(hof)=qoap(h)oF(f) for every A’ €C, f: A— A" and h: A’ — G(B);
o dap(G(g)oh)=gooap(h) for every BB €D, g: B — B and h: A — G(B').

F and G are respectively called the left and the right adjoint of the adjunction and this is
denoted by FF 4G or GF F.

We will use the known property that a functor F' : C — D with a right (left) adjoint
preserves colimits (limits). For the proof see, e.g., [Mac71].

Now we introduce some notions and a result about algebras of functors.

Definition B.3 Given a functor T : C — C, a T-algebra is a pair (A, a), with A € C and
¢ : TA — A morphism of C. A T-algebra morphism from (A,«) to (B,[) is an arrow
f € C(A, B) such that the following diagram commutes:

Tf
TA——TB

alflﬁ

A——>B

T-algebras and T-algebra morphisms form a category, whose initial object, if it exists, is
said an initial T-algebra.

Theorem B.1 ([Hof99]) Let C,D be two categories and F : C — D be a functor with a
right adjoint F*. LetT :C — C and T" : D — D be two functors such that T'oF = FoT
for some natural isomorphism ¢ : T'oF — FoT. If (A,a: TA — A) is an initial T-algebra
in C, then (Fa,Fya0¢4 : T (Fa) — Fa) is an initial T'-algebra in D.

Proof. The adjoint pair F' 4 F* can be lifted to a pair of adjoint functors between the
categories of T- and T’- algebras. Since any functor with a right adjoint preserve colimits
and the initial object is a colimit, then the initial object of the former category is preserved
in the latter. O

Another useful technique for building initial algebras is based on the notions of simple
slice category and strong functor. We recall here the basic definitions and related properties
from [Jac95].

Definition B.4 Given a category C with binary products and G € C, the simple slice cate-
gory C//G is defined as follows:

1. Obj(C/G) = 0bj(C),
2. C/G(A,B) £ C(G x A, B),
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3. the identity map on A in C//G is the second projection @' : G x A — A in C,
4. the composition of f : A— B and g: B — C is defined as follows:
gef2go(mf):GxA—GxB—C,
where o denotes the composition in CJ/G and o the composition in C.

Given G € C, there is a functor G* : C — C//G defined as follows:
1. G*(A) £ A for every A €C,
2. G*(f) & fon' for every f € C(A, B).

Definition B.5 An endofunctor T : C — C on a category C with finite products is called
strong if it comes equipped with a natural transformation, called strength, with components
stap: AxTB — TA X B making the following two diagrams commute:

idXx st

AXxTB—>TAxB Ax (CxTB)™ AxTC x B—2>TAx (C x B)

S -

TB (AxC)xTB ot T(AxC)x B

where (B is the obvious isomorphism ({(m,mon'), 7" o7').

As proved in [Jac95], if T is a strong functor, we can define, for every A € C, a functor
TJA:CJJA — CJJA as follows:

o (T)A)p=TB,
o (TJA); £ Tfostyp (for every f € CJA(B,C)).

It turns out that also this new functor is strong.

Finally we give a result proved in [Hof99], fundamental to the construction of the model
carried out in Chapter 5. Let C have finite coproducts and let & be a choice for them; for
all A e C, X €C, let AX denote the functor defined by A{f £ Axwy and A;f £ Alidy, f) (it
is easy to verify that this indeed defines a functor). Then one has

Proposition B.2 Y(X) = A = AX,

Proof. (V(X) = A)y =C(Y(X) x Y(Y),A) by definition of =
A

~C(Y(XWY),A) since ) preserves products
> Axwy by Yoneda Lemma
> A% by definition of AX. O



Longer proofs

C.0.4 Proof of Proposition 5.2

First of all, we prove that for all F € V, G € I, ér¢ is a bijection. We introduce the inverse
Ypa of ¢pa as the function such that for F € V, G € Z, § € Z(F",G), X, Y € V, x € Fx
and g € V(X,Y)) is defined by:

(Wra(B))x(2))y (9) = By (Fy(2)).

Now, we will prove that (¢Ypg o ¢rg)(a) = « for every a: F — G*:

(YrG o ¢ra)(a) = Yrc(prc(a))

= Yro({(¢rcl(a))x : 2 — (ax(x))x(idx)}xev)

At this point we can verify that the natural transformation we have obtained is equal to «;
indeed, for every X, Y € X, xz € Fx, and g € V(X,Y) we have:

(ax(@)y(9) = (Wre({(¢rc(a))x 2 — (ax(z))x(idx)}xev))x(2))y(9)
{(prc(a))x s 2 = (ax(z))x(idx)} xev)y (Fy(x))

= (ay(Fy(z)))y (idy)
(ax(z))y(g) (by naturality of «)

Similarly, we can prove that (¢rg o ¥pa)(5) = 3 for every 5 : F' — G-

(praovrc)(B) = orca(Wra(B))
= ¢ra({(Wra(B))x = vixev)

where v = {(¥rc(8))x(2))y : g — By (Fy(x))}yey. At this point we can verify that the
natural transformation we have obtained is equal to (3; indeed, for every X € X, x € Fx we

have:
Bx(r) = (pra({(Vrc(B))x 17— vixev))x(v)
= (7)x(idx)
= Bx(Fiax (7))
= Bx(idry ()
= Bx(z)

Looking at Definition B.2, it remains to prove that for all F € V, G € 7, ¢r¢ the
following hold:
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1. ¢rg(ho f) = ¢pq(h)o f for every F' €V, f: F — F' and h: F' — B*;
2. ¢rg(g* oh) =go¢re (h) for every G’ €1, g: G’ — G and h: F — G'*.

So,let F' €V, f: F — F' and h : F' — G*, then we have (by definition of ¢ ) that,

forall X e Vand x € Fx, ((ﬁpg(h o f))X(x) = ((h e} f)X(l'))X(ZdX) = (hx(fx<$)))x(ldx)
On the other hand, (¢pg(h) o f)x(z) = (¢pa(h))x(fx(x)), but the last member of the
equation is equal to (hx(fx(z)))x(idx) by definition of ¢p. Hence, we proved the first
point, i.e., the commutativity of the following diagram:

V(F,G*) 2 T(Fr G
V(f,G*)i lf(f’ZG)
V(F,G") -2 7P, @)

Now, let G’ €7, g: G' — G and h : F — G", then we have (by definition of ¢pg) that,

forall X € Vand x € Fx, (¢Fg(g*oh))x($) = ((g* Oh)X(m))X(idx) = (g}(hx(l‘)))x(ldx)
By the definition of the action of (.)* on morphisms, we have that the last member of
the equation is equal to gx((hx(z))x(idx)). On the other hand, (g o ¢pe/(h))x(x) =
9x ((prcr(h))x(x)) = gx((hx(z))x(idx)) (the last equation is obtained by definition of
¢rc). Hence, also the second point is proved; this amounts to the commutativity of the
following diagram:

V(F,G'™) Prel T(Fr,G")
V(Fg)l if(FT,g)
V(F, G*) - I(FT,G)

C.0.5 Proof of Proposition 5.3
For U,V € Pred;(F), we put

( V)X £ Ux UVx
( V)X £ Ux NVx
O)x & {feFx|f&Ux}
Ox = 0
1x £ Fx.

Now we prove that the objects defined above are indeed predicates:
(UVYV) € Pred(F):

1. since, by hypothesis, U,V € Pred(F), it follows that Uy C Fx and Vx C Fx for X € T;
then (UVV)x £ UxUVx C Fy;

2. given h € I(X Y) and f € (UV V)x, we can infer that either f € Ux or f € Vx (since
(UVV)x 2UxU VX) in the former case we have that F(f) € Uy by hypothesis, hence
Fu(f) € Uy UVy 2 (U VV)y (in the latter case we can conclude by a similar argument);
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given f € Fx and F,(f) € (UV V)y for some h € Z(X,Y), we can infer that either
Fu(f) € Uy or F,(f) € Vy (since (UV V)y £ Uy U Vy); in the former case we can
conclude that f € Uy, hence f € Ux UVy £ (UVV)x (in the latter case we can conclude
by a similar argument).

(UNV) € Pred(F):

1.

since, by hypothesis, U,V € Pred(F), it follows that Ux C Fx and Vx C Fx for X € T,
then (UAV)x =S Ux NVx C Fy;

. given h € Z(X,Y) and f € (UAV)x, we can infer that f € Ux and f € Vx (since

(U AV)x = Ux N Vy); then, by hypothesis, Fj,(f) € Uy and Fj,(f) € Vi, hence we can
conclude that Fy,(f) € (Uy NVy) 2 (U AV)y;

given f € Fx and Fj,(f) € (UAV)y for some h € Z(X,Y), we can infer that Fj,(f) € Uy
and Fj,(f) € Vy (since (U A V)y = Uy N Vy); then, by hypothesis, we have that f € Ux
and f € Vx, hence we can conclude f € Ux NVx = (UAV)x.

U € Pred(F):

1.

2.

the first condition trivially holds by definition of (U)x;

given h € Z(X,Y) and f € (U)y, by definition of U we have that f € Fy and f & Ux;
then, exploiting the fact that U € Pred(F') (precisely we use condition 5.3), we can

conclude that Fy(f) & Uy, hence F},(f) € (U)y;

given f € Fx and F},(f) € (U)y for some h € Z(X,Y'), we can infer that F},(f) € Fy and
Fy(f) € Uy (by definition of U); then, exploiting the fact that U € Pred(F) (precisely
we use condition 5.2), we can conclude that f & Ux, hence f € (U)x.

0 € Pred(F):

1.
2.

3.

we trivially have Ox 2 () C Fx for X € Z;
this condition trivially holds since the premise f € 0x £ () is false;

similarly to the previous case this condition is also trivially verified, since the premise
Fy,(f) € 0y £ () cannot be fulfilled.

1 € Pred(F):

1.

2.

3.

we trivially have 1x £ Fx C Fx for X € T;

given h € Z(X,Y) and f € 1x £ Fx, we trivially have F,(f) € Fy by functoriality of F,
hence we can immediately conclude since 1y £ Fy;

given f € Fy and Fj,(f) € 1y £ Fy for some h € Z(X,Y), we have by hypothesis that
f € Fx, hence we can immediately conclude since 1x £ Fx.

One can easily check that Pred(F') endowed with these operations can indeed be turned

into a complemented distributive lattice.
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C.0.6 Proof of Proposition 5.4

Indeed, given n:F' — G and U € Pred;(G) and X € T , we have that (Pred;(n)(U))x=
nx' (Ux), hence

XE(Pred;(n)(U))x 2 M € Fx.{f: X — B| Fy(t) € (Pred;(n)(U)) 5} pez.

On the other hand, we have (X%(U))X 2 X\t € Gx.{f: X — B|Gy(t) € Ug}per, hence

(X&) o n)x
(X&U))x © nx
M e FxA{f:X — B|Gf(nx(t)) € Up}Ber,

(Z(n, Q) (EU)))x

>l

but, by naturality of , we have that G ¢(nx(t)) = np(F(t)), hence G¢(nx(t)) € Up if and
only if Fy(t) € ng'(Up) £ (Pred;(n)(U))p, ie.,

XE(Pred; (n)(U))x = (Z(n, Q(ET)))x-

Thus, naturality of Xj is proved. Now, it remains to show that Xf is a natural isomor-

phism, i.e., that XIIv has an inverse for each F' € V. We will prove that this inverse indeed is

7
Rp-

First let us verify that /{%()&;(V}) =V for V € Pred;(F) (i.e. /{% o le, = idpred, ()):

{f € Fx | 06EV)x(f) = Y2(X)}xer

HfeFx|{g: X — B| Fy(f) € VB}per = (X, - )} } xez
{Vx}xer (because of property 5.2 of predicates)

v

=
S|
=
SR
=
> |I>

lI> 1l

Now we have to prove that X%(H%(m)) =m (i.e. X}jv o /{% =idppa)):

XE(kE(m)) 2 (M€ Fx{f: X — B|F(t) € (Wh(m))s}per} xer

but, by definition of (/{%(m))g, we have that Fy(t) € (H%(m))B if and only if F¢(t) € Fp and
mp(Ff(t)) = Z(B, ), but, by naturality of m, it follows that mp(F(t)) = Qp(mx(t)) £

Pred;(Y;(f))(mx(t)). Then
(Pred;(Vz(f))(mx () £ (Vz(f))5' ((mx(t))8) = Z(B, B),

ie., for all g € Z(B,B), (V#(f)p(g) € (mx(t))p holds. Since (V7(f))5(g) = go f =
Z(X,9)(f), we have, by properties 5.2 and 5.3 of predicates (remember that my(t) €
Pred;(Z(X,.))), that mp(F¢(t)) = Z(B,-) if and only if f € (mx(t))p holds. Hence,
we may conclude that x%(k%(m)) = {At € Fx.{f : X — B | f € (mx(t))5}Bez}xe1, i€,

XE(kE(m)) = m.
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C.0.7 Proof of Theorem 5.1

1. We have the following:

[T by Vaiop:olx(n) = (forally)x([T Fs Axiop: o — o] x(n))

= {u: X —Y|VgeZ(Y,Z)Vt € [o] 2.
(gou,t) € kry([I' by Aziop o — o] x(n)z}ver

= {u: X —Y|VgeI(Y,2)Vt € [o]z.
([T Fs Az:op: o — o]x(n)z((go u,t)) =
ZI(va)}YEI

= {u: X —Y|VgeZ(Y,2)Vt € [o]z.
(Mf,b) € Z(X, Z) x [0] 2
[T,z :o ks p:olz(([Tr(n),0))) (g0 u,t))
>1(Z,-)}vez

= [u:X —Y |VgeI(Y,2)Vt € [o].
[[F,l’ cobsp: OHZ«[[F]](gou)(n)’t )
ZI(va)}YEI

(=) By hypothesis we have that X IFr, Vr:o.p, i.e., n € kp([[' b Vaio.p : o] ) x which,
in turn, is equivalent to say that [I' by Vaio.p : o] x(n) > Z(X, _) holds. In particular
we have that h: Z(X,Y) belongs to ([I' Fx Vz:0.p : 0] x(n))y. Then, taking g = idy
and t = a, we have that [,z : 0 s p : o]y (([[]dayon)(n),a)) = [z : 0 ks p:
oly ({([T]n(n),a)) = Z(Y, ), ie.; Y IF (0 4i0), ([T]n(n),a) P-

(<) By hypothesis for all Y and h € Z(X,Y), and for all a € [o]y we have that
Y IFrao), ([Clat)a) P e [Tz 2o s p o]y ([Tla(n),a) > Z(Y,-). Then,
take any u € Z(X,Y), g € Z(Y,Z) and t € [o]z; it follows that there exists
h = gowu € I(X,Z). Hence, we can apply the hypothesis and conclude that
[T,z 0 Fs p i o]z({([Plgow(n),t)) = Z(Z,-) holds. Since the latter holds for
every Y and u € Z(X,Y), we have that [I' Fx Vziop : o]x(n) > Z(X,-), ie,
X lkpy, Vaio.p.

2. First we note that X IFr, p=q if and only if € s([l' Fs p = ¢ : o])x, but
this is equivalent to say that [[' Fx p = ¢ : o]x(n) > Z(X,_). Then, since we have
that [ Fx p = ¢ : o] = impo ([T Fx p : o],[T Fx ¢ : o]), the latter condition is
equivalent to say that [I'Fe p:o]x(n) VI Fs q : o]x(n) > I(X,_), ie., for all Y
(IFFsp:o]x(m)y U([MFs q:o]x(n)y 2 (X, Y).

(=) By hypothesis we have that X IFr, p= ¢ and X IFp, p hold and the latter is
equivalent to say that [[' by p : o]x(n) > Z(X,_), ie., for all Y ([T Fx p :
olx(m))y 2Z(X,Y). It follows that ([I' Fx p: o]x(n))y = V(X,Y)\Z(X,Y), hence,
by the preliminary observation, ([I' ks ¢ : o]x(n))y 2 Z(X,Y). So we proved that
[I'Fsq:o]x(n) >Z(X,.),ie., that X IFp, q.

(<) By hypothesis we have that either X IFr, p does not hold or X IFr, ¢ holds. In the
former case for all Y ([I' Fx p:o]x(n))y 2 Z(X,Y), hence ([I' Fx p:o]x(n))y 2
Z(X,Y). So, by the preliminary observation, we also have that for all Y ([T by p =
q:0lx(n)y 2 Z(X,Y), hence X IFr, p = ¢. The other case is even easier, since
we have that for all Y ([I'Fx ¢ : 0]x(n))y 2 Z(X,Y) and we can conclude again by
the preliminary observation.
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3. By definition, X Irr, PM if and only if n € kyry([I’ b= PM : o])x, i.e., if and only
if [ by PM : o]x(n) > Z(X,_-). Then the thesis directly follows from the following

argument:

'ty PM :o]x(n)

[
(evprop,[o]
(
(

[T ks P:

o([Ckg P:o—o],[I'Fs M :0o]))x(n)

eVprop o)) X ([T s P o — o]x(n), [ Fs M : o] x(n)))

o —o]lx(m)x(([I'Fz M : o]x(n),idx))

C.0.8 Proof of Corollary 5.1

1.

First of all we have that X I, —p stands for X IFr, p = L, which is equivalent to say

(by Theorem 5.1) that X IFp,

yn p implies X IFp, L. Obviously, this is true if and only if

X IFp, L or it is not the case that X I-r,, p.

(=) Since by Proposition 5.2 it is not the case that X IFr, L, it must be not the case
that X IFp, p (by the preliminary observation), i.e., the thesis.

(<) Since, by hypothesis, it

is not the case that X Ik, p, we automatically have (by

the preliminary observation) that X Ik, —p.

X Ilkr,pAg iff
iff
iff
iff

X, pVva iff
iff
iff
iff

X lkpy, 3ziop iff
iff
iff

iff

. By definition of A, the previous point and Theorem 5.1, we have:

X lFry =(p = —q)

it is not the case that X Ikp, p = —q

X IFp, p and it is not the case that X Irp, —g
X IFry, pand X Ip,) g

. By definition of V, point 1 and Theorem 5.1, we have:

X lFp, ~p=g¢q

X IFp,, —p implies X IFp ), g

it is not the case that X IFp, —p or X IFp, g
X lFpy, por Xlbr, q

. By definition of 4, point 1 and Theorem 5.1, we have:

X lFpy, ~Vzi0.—p

it is not the case that X IFr, V2:0.—p

there are Y, h € Z(X,Y) and a € [o]y such that
it is not the case that Y “_(F,zzo),<[[1"]]h(n),a> -p
there are Y, h € Z(X,Y) and a € [o]y such that

Y IF (0 2:0) (010 () 0) P

. The proof will proceed by induction on n:

(Base case) n = 1: we have to prove that X IFp, Vzi:01.p if and only if for all Y,

fe I(X, Y) and m € [[Ulﬂy, we have that Y ||_(F,931:01),<[[I‘]]f(

n)m) P holds. This is

straightforward by point 1 of Theorem 5.1.
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(Inductive case) let us suppose that the hypothesis holds for n; we will prove that it
also holds for n + 1. First of all we apply the point 1 of Theorem 5.1 to obtain the
following: X IFp,, Vai:01.Vao:09. .. Ve i:oppipifand only ifforall Y, f € Z(X,Y),
m € [[0'1]]y Y W(F,m:m),([[F]]f(n),m V.CCQ:O'Q. .. .V.CCn_:,_l:O'n_;,_lp holds. Then we may apply
the inductive hypothesis to deduce that the previous forcing statement holds if and
only if for all Z, g € Z(Y, Z), n2 € [02]z,---,Mm+1 € [on+1]z we have that the
following holds:

Z (0 w1201, 29:09, 0 nt1:0m41) (w101 Tg (T £ (1) 1)) 020me it 1) P-

Then we observe that

[T, 21 ol ([T s (), 1)) = ([Flgos (n), 1 : o1lg(m)))-

Hence we can easily conclude by taking Z =Y and g = idy:

Y IF (w01, 1:0ns )]s ()1 m2,eeestins 1) P

C.0.9 Proof of Theorem 5.4

1. In this case we have to prove that I' by (p = ¢ =) = (p = q) = p = r holds, i.e., that
for all X, n € [I']x we have

Xlry,(p=qg=r)=pP=q =>p=>r.

By Theorem 5.1, this is equivalent to prove that X lrp, (p = q¢=7), X lFr, (p = q)
and X IFp, p imply X IFp, r. Hence, applying repeatedly Theorem 5.1, we can easily
deduce that X IFr, ¢ holds from X IFr, (p = ¢), since we know that X Ik, p holds.
At this point we can easily conclude, applying again Theorem 5.1, since X IFr;, r derives
from X Ikp, (p=q¢=r), X IFr, pand X Ikp,, q.

2. By definition we have to prove that for all X, n € [I']x we have X IFr, p = ¢ = p. By
Theorem 5.1, this is equivalent to prove that X IFp, p and X IFp,, ¢ imply X IFr,, q.
Hence the conclusion is trivial.

3. By definition we have to prove that for all X, n € [I']x we have X IFp, V,(P) = PM.
By Theorem 5.1, this is equivalent to prove that X Ikp, V,(P) implies X IFr, PM.
But X IFp, V,(P) is equivalent to say that, for all Y, f € Z(X,Y) and a € [o]y,
Y (0 ai0), (0] (n),a) P holds. Hence, taking Y £ X, f 2 idx and @ £ [[ bs M :
o]x(n), we have that X IF(p 4.0y i [rFsio]x(m)) £ holds. By Theorem 5.1, this is
equivalent to say that ([I'z : 0 bx P : 0 — o]x((n, [T Fx M : o]x(n)))x ([T, :
obs x:o]x((n[L Fs M : o]x(n))),idx)) > Z(X,-). Now we observe that ([I',z :
ocbs P:o — ox((n[0 Fs M : o]lx())x{[Tyz : 0 by x : o]x((n, [ Fs M :
olx(m),idx)) > T(X, ) = (IF,z < o by P o — olx((n, [T Fs M : olx(n))x ([T
|—g M Uﬂx(n),idx>) = ([[F |—2 P:o— Oﬂx(n))x(<ﬂr |—2 M : Gﬂx(n),idx>) Hence,
applying again Theorem 5.1, we have proved that X I-p, PM holds.

!

4. By definition we have to prove that for all X, € [I']x we have X IFr, (Az:0.M)N =7
MIN/z]. First of all we notice that the following holds:

[T Fs (Ax:0.M)N]x(n

(evpe o)) x ([T Fe Azio. M 1 0 — ' lx(n), [T Fs N :a]x(n))

([T s Ax:o.M : 0 — '] x(0))x ([T Fs N : o] x(n),idx)

)

)
)
)
[C,2:0bts M:o'lx((n,[T Fs N :a]x(n)))
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Now, we can proceed by structural induction on M:

(M =y #x) Trivial.
(M =z) Trivial.
(M = PQ) The following holds:
[T Fs (PQ)N/] = o']x(n)

[T Fs PIN/2]Q[N/] : o] x(n)
(evpen 1) x ([T Fs PIN/2]: v = o'lx(n), [T b QIN/z] : 7]x (n)))
)
)

A
-
1=-B (|
2

([T ks PIN/a] v — o'lx () x ({[T" s Q[N/2] : 7] x (n),idx)
(It Fs (\z:0.P)N : v — o'|x(n) x ([T s (A\2:0.Q)N : v]x(n),idx)

Moreover, we have the following:
[C,x:obs M:o'|x({n, [T ks N :o]x(n
[C,x:0bs PQ:d'lx((n,[L ks N :o]x(n
(evfory, ) x ((A, B
(A)x((B,idx

where A 2 [[,x: 0ty P:y — o]x((n,[T Fs N :o]x(n)) and B 2 [,z : 0 by Q :
Yx((n, [T ks N : o]x(n))). Hence we may conclude since we have

Il Fy (Az:0.P)N : 7—>U]]X(77) =
[C,z:obgs P:y—d]x((n,[C s N:o]x(n)) =

:3>

and

[T ks (Ax:0.Q)N : v]x(n)
[C,2:0bs Q:v]x((n, [ Fs N :o]x(n)

) =
) =
B

(M = X\z:y.P with x # 2) In this case ¢/ =~ — J; hence the following holds:

) =
)

[[ s (Az:y.P)[N/a] : o] x

[T Fs (A2 .P[N/z]) : o] x

A0, ) € ly x VX, Y).[L, 2 v b PN/l : 6]y (1)
{AD, f) € [V]y x V(X,Y).[L, z: v Fx (Az:0.P)N : 0]y (1)

(n
(n

Iz

v (ke
v (ke

tyev
tyev

where 1 = ([I']¢(n), b). Moreover, we have

ITyz:vFs (Az:0.P)N : 6]y (p

(evpsy o))y ([0, 2 2y Fs Azio P i o — ]y (1), [T, 2 : vy Fs N - O’]]y( )
(ITyz:vFs Ax:o.P o — 0]y (p)y({([T'yz : v s N : o]y (p), idy
[T,z:v,2:0bFs P:o]ly(([Tl#(n),b, [T,z :vFs N :o]y(n)

| b

)

)

) =

)
[Cz:o,z:vFs P:o]ly(([T]f(n), [T,z :vFs N :o]y(p),b))

)
)
)
)
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For what concerns [I',z : o0 by M : o']x((n, [T Fx N : 0] x(n))), we have the following:

[C,x:0bs M:o']x((n,[0 ks N:o]x(n)) =
[T,z :0bs X2y P:o']x((n, [T Fs N :o]x(n)))
{AD, f) € Iy x VX, Y)my ([T, 2 o] s ((n, [T s Nz 0] x (1)), 0)) }yev
{0, ) € Dy x VX Y)my ([P (0), [T Fs N o]y ([Pl (), b)) }yer =
{A0, Ny x € VX, Y) x .my (([T](n), 8,0)) }yev

where m £ [[,x : 0,z 1y kg P: 4] and B £ [[,2 : v by N : o]y ([T]f(n),b); in the
fourth step we exploited the naturality of [I' Fx. N : o] since [z : o] ¢([I' Fx N : o] x(n)) =
[I'Fs N : o]y ([I]¢(n)) and the weakening rule. Hence we have the thesis.

5. In this case we have to prove that for all X, n € [I']x we have
X I, (Ya:o.M =7 N) = Az:0.M = Az:0’.N,
i.e., by Corollary 5.1, that X Iy, (Vr:o.M = =7 N) implies
X lFpy Ax:o.M = =727 \z:0.N.

First, we observe the following:

[T Fx Ao M]x (n) = {Ab, f) € [o]y x VX, Y).my ([T (1), ) }rev,

where m £ [,z : o s M : ¢']. Similarly, we have:

[T s Az:oN]x(n) = {Ab, f) € [oly x VX, Y).ny (([T15(n),0)) }yev,

where n £ [,z : 0 y N : ¢']. Hence, in order to conclude, it is sufficient to show
that m = n, i.e., that, for every Y € V, f € V(X,Y) and b € [o]y, [T,z : 0 Fx M :
d1([T]¢(n),b)) = [T,z : 0 ks N : ']y (([T]#(n),b)). Then, we observe that our hypoth-
esis is equivalent (by Theorem 5.1) to say that for all Y € V, h € Z(X,Y), 1, € [o]y,
Y IF@ o) ([T0 () me) M =" N holds. We observe that we can write f = p o e where
p: Z — Y is surjective and e : X — Z is injectivel. Since every surjective map has
a right inverse, we have that [o], is surjective too; hence, there exists b’ € [o]z such
that [o],(b') = b. By naturality of [I',z : ¢ bx M : ¢], we have [I',z : 0 by M :
o'y (IT1(1), ) = [Ip(IT, =+ & s M : 0" ([T)e(n), b))). By hypothesis (e is injec-
tive), we have [,z : 0 by M : o'|z({([T]e(n), ) = [T,z : 0 by N : o'|z({[T]e(n), b)),
whence the thesis.

6. By Theorem 5.3 we have to show that for all X, n € [I']x the following holds:
[C ks Az:oMz:0—d']x(n)=[Cks M :0— d']x(n).
Since the members of the latter equation are natural transformations between the functors
o] x V(X,_) and [o'], the thesis is equivalent to prove that the following holds for every
Y, feV(X,Y)and b € [o]y:

([C ks Ao Mz o — o']x(m)y (0, f) = ([L bz Mo — o']x(m)y (b, f)).

!This can be done for every f € V(X,Y) by putting Z 2 X & (Y \ Im(f)).
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Indeed, we have:
([0 ks Av:o. Mz : 0 — o' x
[T,z :0bkyx Mx U]]y(

)y (0, f))

(Urﬂf(ﬁ),b»
)»b>) .

([[F,:L‘:Jl—gM:J—>U']]y(<[[l"]]f(17),b ))

([0 ks Mo —oly([Ts(n )

((lol = [o'Ds([T Fs M 20 — o] x( )

7. We have to show that for all X, n € [I'|x X IFr, =—p = p holds. By Theorem 5.1, this
is equivalent to prove that X IFp , =—p implies X I, p. By Corollary 5.1, the premise
means that it is not the case that X IFp, —p holds. Applying again the same corollary,
we have that it is not the case that X IFp, p does not hold, i.e., the thesis.

8. In this case the thesis follows directly from Theorem 5.1.

9. By Theorem 5.1, the premise is equivalent to say that for all X and n € [,z : o]x
X IF 4:0),y P implies X IF(p 4.5y, g. To prove that the thesis holds it suffices to show, by
Theorem 5.1, that for all Y and p € [I'ly Y IFp, p implies Y Ikp, Va:io.q. The latter,
again by Theorem 5.1, is equivalent to show that for all Z, f € Z(Y,Z) and a € [o]z
Z -0 o) (IT] ¢ (1),a) € Dolds. From the validity of Y IFp , p, by the monotonicity of forcing,
we can deduce that, for all Z and f € Z(Y, Z), Z IFr,ir1; () P holds. By the weakening
rule, we also have that, for all a € [o]z, Z II—(F7I:0)’<[[F]]f(M)7a> p holds. Hence we can apply
the premise to conclude that Z |I—(F7w10)’([[p]]f(u)7a> q holds.

C.0.10 Proof of Theorem 5.5
(=) By structural induction on the derivation of I' -, M : ¢:

(T'Fx 0:¢) Since we have [I' Fx 0: ¢t]x(n) = 0, we can easily conclude observing that
FV(0)=0.

(T'Fx 7.P : 1) Hence the previous derivation step yields I' by, P : «. By inductive
hypothesis we have that [I' Fx y : v]x(n) € FV([T' Fx P : ¢]x(n)). Hence we can
deduce that [I' bs y : v]x(n) € FV(7.[I' Fx P : ¢]x(n)). The thesis is an easy
consequence observing the following;:

T[T ks P:ix(n)

tau([T Fs P : ] x(n))
(tauo [I'Fs P:i])x(n)
[T s 7.P: i x(n).

(T'Fx P | Q@ :t) Hence the previous derivation step yields I' s, Py : ¢ and ks Py
By inductive hypothesis we have [[' by y : v]x(n) € FV([I' by P : L]]X(n))
and [I' Fx vy : v]x(n) € FV([I' Fx @ : Jx(n)). Hence we can deduce that
[TCEsy:v]x(n) € FV([C Fx P:dx(n) | [T Fs Q : tJx(n)). The thesis is an
easy consequence observing the following;:

[CEs Podx(n) [[MFe Q:idx(n) =

par({([U'Fs P ix(n), [L'Fs Q: Jx(n)))
(paro([L'Fs P, [T'Fs Qo)) x(n)
[TFe PlQ:]x(n).

(1> 1l

1>l
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(I' Fx [u # v] P : ¢) Hence the previous derivation step yields I' by, P : ¢. By inductive
hypothesis [I' s vy : v]x(n) € FV([I' s P : ¢Jx(n)); moreover, [I' Fx vy :

vlx(n) # [T by u:v]x(n) and [T by y : v]x(n) # [T Fs v : v]x(n). Hence
we can deduce that [I' b y : v]x(n) € FV([I' Fs P : Jx(n) U{[L Fs u :
v])x(n), [T Fs v : v]x(n)}. The thesis is an easy consequence observing the
following:

(I Fsw:v]x(n) # s v o]x@) s P (n)
mismatch(([T' Fs uw:v]x(0), [T Fsv:v]x(0), [T Fs P:Jx(n)))
(mismatcho ([T Fy u:v],[TFsv:v],[TFs P:i))x(n)

[T Fs [u#v]|P:dx(n).

>l

(T Fx vAz:w.P : 1) Hence a preceding derivation step yields I';z : v by P : . By
inductive hypothesis [I' bs y : v]x(n) € FV([I,z : v Fs P : (Jx((n,nz))) for
all n, # [I' by v : v]x(n). Hence we can deduce that [I' by y : v]x(n) &
FV((vng)([Tyz : v bs P:u]x((n,me)))), where ny € [z : v]x. Again, the thesis
is a direct consequence of the following:

() ([0 2 -0 B P ] x (0, 12))
() ([U b Ao P s o — i) x (1)) xwia} ({02, 1dx))
new([I' Fx Az:v.P v — ] x(n)

(1>l

(newo [['Fy Ax:v.P:v—1])x
[T by vAz:w.P ] x

n

)
)
)
)
n)

(
(
(<) Preliminary observation: first of all we recall that y ¢ M is an abbreviation for

Vpu =1 — 0.(VzoVQu.(Tg p 2 Q) = (p 2 Q) = (py M).

Hence, by point 1 of Theorem 5.1, in order to prove that X IFr, y ¢ M, we must show
that for all Y, f € Z(X,Y) and n, € [v — ¢ — o]y = (Var = Proc = Prop)y,

Y IE (0 pro—s o) (ITT () (V2:0YQ:(Tg p 2 Q) = (p 2 Q) = (py M)

holds, i.e., by point 2 of Theorem 5.1, if and only if

Y IR prv—i0) (0T () ) V2:0- VQu(Tg p 2 Q) = (p 2 Q)
implies
Y IF @ posimo) (0T )y (P Y M).

So, we suppose that the premise is true and we show that the consequence also holds;
by point 5 of Corollary 5.1, we can deduce that the premise is true if and only if for
all Z, g € (Y, Z), n, € Varz £ Z and ng € Procyz, Z Fay TgpzQ)= (pzQ)
holds, where A = (Iyp:v — ¢ — 0,2 : v,Q : 1) and pu = ([[gor(n),[p: v — ¢ —
0ly(Mp), M2, nq). In particular, taking Z £Y, g £ idy, n. £ [[,p:v >t —oFx y:

]y ({(IT]#(n),mp)) and ng £ [L,p:v — ¢ — obs M =y ({([T]¢(n),np)), we have that
the following holds:

Y H_(F,p:v—w—»o,z:v,Q:L),<[[F]]f(n),np,nz,nQ> (T¢ D=z Q) = (p z Q)

This is equivalent, by Theorem 5.1, to say that

Y ll_(F,p:v—>L—>o,z:v,Q:L),([[F]]f(n),'r]p,nz,'r]Q> (TQ bz Q)
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implies

Y IR prv—im0,20,Q:) ([T Ty ) mpon m@) (P 2 Q)-
Since [I',p : v — v — 0,z : v,Q : ¢ Fx (p 2z Q)Iy({([T]f(n),mp,n=,1nq)) = [T,p :
v =t — oty (py M)])y([Ll¢(n),nmp)), to conclude, it suffices to prove that
Y IR0 pro—sim0,2:0,Q:0) ([PLp (9)mp mame) (T P 2 Q) holds.
By definition of Ty, (Ty p 2z Q) is the following A-term:

Q=0V

(FP:1.Q=0.PAN(pz P))V

(3P1:L.E|P2:L.Q =P ‘ Py A (p z Pl) A (p z PQ)) vV
(FP:w.FywIuvw.Q =ly#uPAN-z="yA-z="uA(pzP))V
(3Pv — 1.Q =vP AN (Vyw—z ="y = (pz (P y))))

Hence (by Corollary 5.1), to prove the premise, it suffices to show that one of the dis-
junctions holds. At this point we can proceed by structural induction on the derivation
of 'k M : ¢:

(T'Fx 0:¢) Since M = 0, we can immediately conclude by the preliminary observation,
since ng was chosen as [I',p:v — ¢ — obsy M : o]y (([T]¢(n),np)), whence

Y |l_(F,pZUHL*)O,Z:U,QIL),<[Fﬂf(’f)),?]p,’r]z,ﬂQ> Q = 0.

(I' s 7.P : 1) By inductive hypothesis, we know that X IFr, y ¢ P holds. Hence, by
an argument similar to that used in the preliminary observation, we have that

Y AR (@ pro—simo) (I ()p) V2:0- VR0 (T p 2 @) = (p 2 Q)
implies
YA pro—si0) (01 () (P Y P)-

But, since the premise is true (by the preliminary observation), we have that
Y M pro—i0) ([T] s (n)p) (P y P) holds. At this point we may easily conclude

observing that the second disjunction holds (remember that 7, 2 [[,p:v — 1 —

obs y:oly([T]s(n),mp)) and ng = [T,p:v — ¢ — ot M : oy (([T](n), 1)),
where M = 0.P).

Tk P |Prit) X Ikry y¢ Proand X IFp, y € P> hold by inductive hypothesis.
Hence, like in the previous case, we can deduce that

Y 0 prv—imo) (I ) (P Y P1)

and
Y (@ pro—simo) (I (m)mp) (P Y F2)

hold. At this point we may easily conclude observing that the third disjunction
holds (remember that 7, £ [[,p : v — ¢ — o Fx y : v]y(([T](n),n,)) and
no = [T,p:v—1—obs M:Jy({([T1r(n),n)), where M = Py | P»).

(I' s [u # v]P : 1) By inductive hypothesis we know that X IFr, y & P. Hence, as in
the previous cases, we can deduce that

Y (0 prv—simso0) ([T s () ) (P Y )
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holds. Moreover from the hypothesis that [I' Fx y : v]x(n) & FV([[' s M :
t]x(n)) we have that [I' Fx vy : v]x(n) # [T Fs u : v]x(n) and [T Fx y :
v]x(n) # [I' Fx v : v]x(n) and consequently that the statements X IFp, y =" u
and X IFp, y =" v do not hold. By Corollary 5.1 this is equivalent to say that
X IFry ~y =" uw and X IFp, -y =" v hold. Whence, by the weakening rule and
the monotonicity of forcing, we have that

Y IR prvsimo) (T ()rp) ~Y =" U

and
Y (0 pro—si—o) ([T () mp) 7Y =" U

hold. Again, we may easily conclude by the preliminary observation since the
fourth disjunction holds (remember that 7, £ [[,p : v — ¢+ — o Fyg ¥y :
vy ({[T]y(n),np)) and ng £ [T,p: v — ¢ — o s M o]y ({[T]4(n), 7)), where
M = [u # v]P).

(I' Fx vAz:v.P) Since we know that [I' Fx y : v]x(n) & FV([I' Fs vAz:v.P]x(n))
and [ Fy vdz:w.Plx(n) £ (vn)([T,z : v ks P : Jx((n,m:))), by inductive
hypothesis we deduce that X |- 4.0 (5.m.) ¥ € P holds for all n, # [I' Fyg y :
v]x(n); hence, proceeding as in the previous cases and applying the weakening
rule, we have that

Y IF (0 g0, prv—si—0) ([T (1), f (1) mp) (P Y )

holds. Moreover we have that Y b1 vy prv—i—o) (0] (). f (1)) 7Y =" - At
this point we may easily conclude by the preliminary observation since the fifth
disjunction holds.

C.0.11 Proof of Theorem 5.9

We will see only the base case (rule Rec!,_red;) and the case of higher-order constructor (rule
Rec!, reds), the others being similar.
Let G £ [I], A £ [o], and

g =[TF fi:0] :G— A
g =[TFfa:0— 0] G — A=A
p=[kFfs:0—=0—0] G — A= A=A

gp=[Ffi:v—-v—-0—0]:G— Var=Var=A=A
G=[Ffs:(vo0)—0d :G— (Var=A)=A

For proving the soundness of Rec,_red; and Rec),_reds, we have to prove that for all X and
n € [I']x the following properties hold:

Xlkry, (RO) =" fi (C.1)
X lkpy VP:v — 1.(RvP) =7 (f5s Ax:w.(R (P x))) (C.2)

where R is a syntactic shorthand for (Rec, f1 fa fs f1 f5)-
We prove equivalence (C.1). By Theorem 5.3, this is equivalent to prove that

[Chs (RO):o]x(n) =[TFs fi:o]x(n)
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In fact, the following equalities hold, where [R] is a syntactic shorthand for the interpretation
of R,and m: T(G = A) — G = A, m : Proc — G = A are the natural transformations

used in the interpretation of R above:

[T s (R 0) : o] x(n) = eox(([[R]x (1), T Fs 0: ] x(n)))
= ([Rlx (n)x ([T Fs 0: ] x(n), idx))

= (mx(0))x(n,idx) by definition of [R] and since
[TFs0:¢x(n)=0
= ((moa)x(ini(x)))x(n,idx) since ax (ing(*)) =0
= ((moTm)x(in1()))x(n,idx) by the initial algebra property
= (mx(in1(*)))x(n,idx) since (T'm)x (in1(x)) = ini(x)
=g1x(n) by definition of m

We prove equivalence (C.2). By Theorem 5.3, this is equivalent to prove that for all Y

stage, h € Z(X,Y), p € (Var = Proc)y:

[C,P:v— by (RvP):o]y(nhl,p) =[T,P:tts (fs \e.(R (P x))) : o]y (n[h],p)

In fact, the following equalities hold:

[T,P:v—tkx (RVP):o]y(n[h]l,p) =
= evy (([R]y (n[h], p), [T, P : v — ¢ =5 vP 2 1]y (n[h], p)))
= ([R]y (n[h]. p)

)({[T,P:v— ks vP iy (n[h],p),idy))
(n,idy) by definition of [R] and since
[T, P:v—t b vP : iy (nlh],p) = vAz.p
((m o a)y(ins(p)))y (n[h],idy)  since ay (ins(p)) = vAz.p
((moTm)y (ins(p)))y (n[h],idy) by the initial algebra property

= (my (v\z.p)y

Now, it is not hard to see that (Tm)y (ins(p)) = ins(mop), where mop: Var x V(Y, _

G = A; thus, let ' € (Var = A)y be the natural transformation defined as

' Var x V(Y,.) — A
Y Zx VY, Z)— Ay
(2, k) — ((m o p)z(z,k))z(nlk o h],idz)

‘We have then

= (my (ins(m o p))y (n[h], idy)
= (gsy (n[A]))y ((r',idy)) by definition of m
= 61)y(<[[ |—§) f5 (U — 0’) — O’]]y
=evy(([T'Fx f5 : (v — o) — o]y (n[hl],
[T,P:v— by Axw.(R (P x)):
=[Its (fs Azww.(R (P z)) : o]y (nlh],

~=
EE
3

=

The equality (*) holds because

[C,P:v— ks Azw.(R (P 2)):v— a]y(nlh],p) =1

) —
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Indeed, for all stage Z, z € Z, k € V(Y, Z), and let ' = (n[k o h], p[k], 2):

(IC,P:v— by Azw.(R (P x)):v—o]y(nlhl,p)), (2,k) =
=[P:v—tz:vky (R (Pz):c]z(n)
= ([R]lz(")z(([L, P v — v,z rvbs (P ) dz(n),idz))

= (mz([L, P:v—vx:vbs (Px):dz(n)z(n,idz)
= (mz(plklz(z,1dz)))z(7',idz)

= ((moplk])z(2,idz))z(n',1dz)

= ((mop)z(z,k)z(n';idz) = ry(z, k)

C.0.12 Proof of Proposition 5.8

Let us check that the first diagram of Definition B.5 commutes, i.e., that for every A, B € V,
X eV,a€ Ax and b € (TB)x we have

(T7")x ((sta,B)x ({a,))) = 7x((a, b)) = b
This is proved by cases over b:
(b= ini(+)) (T7)x((staz)x((a,im (1)) = (Tn)x (iny (+)) 2 iny (x):

(b =1ina(V))

Tn')x((sta,B)x ((a,inz(V))))
T?T, X(ing(a,b’))

na(w'(a, b)) = ina (V')

1> 1l

(b =inz((V/,0")))

)x ((sta,B)x ({a,ins((V',6")))))
(T7")x (in3({a, b, a,b")))
ins(éﬂl«aa V'), 7' ((a,b"))))

>

(b = ina((z,5,V)))

x((sta,B)x({a,ina((z,y,0)))))
X(Zn4(<x’ Y, a, b,>))

ina((z,y, 7' ((a,V))))

ing((x,y. )

>l

(b =1ins5(b"))

(T") x ((sta,p)x ({a,ins(b'))))
(T7") x (in5(ba))

ins(vB,x (7' ((Giny (9), bxwiz} (7, inx)))))
ins(V8,x (bxw(e) (2, inx))) = ins(b)

> 1l

For what concerns the commutativity of the second diagram of Definition B.5, we have
to show that for every A, B,C € V, X € V,a € Ax, b€ (I'B)x and c € Cx we have

(TB)x((sta,cxp)x((ida x stc,p)x({a, (c,b))))) = (staxc,p)x (Bx((a, {c,b))))

where 3 £ ((m,7 o '), 7’ o «'); it follows that the second member can be simplified to
(staxc,B)x({{(a,c),b)). In order to prove the thesis, we proceed again by cases on b:
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)x((stacxp)x ((1df_x x sto.p)x ({a, (¢;in1(+))))))

(b =ina(V))
(TB)x ((stacxn)x((ida x ste,p)x ({a, (¢, in2(V))))))
(TP)x((stacxs)x((a,ina({c,V')))))
(T'8)x (inz((a, {c,b'))))

,<c, )))

| (I [
-~
3
[N}
Q@
< >

(b = in3((t/,0")))

((sta,oxs)x((ida x ste,B)x((a, (c,inz((V',0")))))))
((sta,cxs)x({a,inz({c,b',c,0")))))

(inz({a, (c, ', c,b"))))

in3(Bx ((a, <C b’> (e, 0"))))

in3(((a,c),V, (a, >b”>)

(StAxCB) (<<a70>7in3(<b/abﬁ>)>)

N—

(b = ina({z,y,)

ida x sto,p)x ((a, (¢, ina((z, y,V')))))))
a, in4(<$, Y, ¢, b/>)>>)
b))

Bk o< =
R
o~
e
Q
X
U';
>

L T | | O
..
S
Ny
—~

(b =ins(b'))

x((ida x sto.p)x ((a, (¢, in5(0))))))
x ({a,ins(0'c))))
)

B)x((stacxs)
B)x((sta,cxB)
T8)x (in5((V'c)a)
n5(7(A><C xB X(ﬁXU{x}«Ainx (a)v <Cinx (0)7 b/X&J{m}(<x’ an>)>>)))
in5(Y(axc)xB,x ((Ainy (), Cinx (€)), Uy, (T, inx)))))

ZnS(b/<a c))

(staxc,B)x({{a,c),ins(b")))

C.0.13 Proof of Proposition 5.9

In order to prove the commutativity of the diagram we must show that, for every X € V,
g € Gx and P € (T'Proc)x, we have fx((idg x a)x({g, P))) = Bx(({(m, T f o st proc)) x ({9,
P))). First of all we notice that the second member of the previous equation can be simplified
to Bx (g, (T'f) x ((sta,prroc)x ({g, P))))), then we proceed by cases on P:
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(P = iny(x)) we have fx((idg x a)x({(g,in1(%)))) = fx((g,0)) = Bx((g,in1(* ))), whence

the thesis since

Bx ({9, (T f)x ((sta,proc) x ({9, in1(x))))))
ﬂx(<g, (Tf)x (in1(x))))
Bx({g,in1(x)))

(P = ima(P) we hae fx((dg x 0)x({g, ina(P) = fx((lg,7P)) & Bx(lg ima(fx(lo
P"))))), whence the thesis since

/BX(<97 (Tf)X((StG,Proc)X<<gv Zn?(Pl)>))>)
Bx ({9, (T f)x (in2({g, P")))))
Bx ({g,in2(fx ({9, P")))))

(P =ins({(P', P"))) we have

fx((idg x a)x({g,in3((P', P")))))
fx({g, P'|P"))
Bx (g, in3({fx ({g, P')), fx({g, P")))))),

whence the thesis since

Bx (g, (T f)x((sta,proc) x ({g, ins((P', P")))))))
Bx ((g, (T f)x (in3({g, P, g, P")))))
Bx ((g,in3({fx ({9, P')), fx ({g, P"))))))

(P = in4(<x’y7pl>)) we have fX((ldG X O‘)X(<gain4(<x7yupl>>>)> - fX((gv [.f 7é y]PI>) £
Bx ({g,ins((z,y, fx({g, P")))))), whence the thesis since

Bx (g, (T f)x ((sta,proc) x ({9, ina({z, y, P)))))))
Bx (9, ( Hx(ina((z,y, 9, P")))))
Bx (g, ina({z,y, fx ({9, P))))))

(P = in5(P")) we have fx((idax a)x ({g,in5(P')))) = fx (g, () Py (@ inx)))= Bx (g,
ins(V8,x (fxwiz} ((Ginx (9), P')))))), whence the thesis since

g
= Bx((g,
= g

C.0.14 Proof of Theorem 5.12

Suppose that

Y IFru—omn (R 0), (C.3)
Y IFru—onp (VPi.(R P) = (R 7.P)), (C.4)
Y Fpu—omg (VPi.(R P) = VQuw.(R Q) = (R P|Q)), (C.5)
Y IFru—ong (Vy:v.VzioVPu.(R P) = (R [y # 2|P)), (C.6)
Y IFru—ong (VPv — .(Vz:v.(R (P x))) = (R vP)), (C.7)
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We prove that G*(T) e G*(I7y) = pe G* () @ T /G(h). We first translate the latter equation
in terms of composition in the category V and we obtain the following:

G*(T) o (m, G*(Irv)) = po (m, G*(a)) o (m, (T G)n)-
Then, unfolding the definitions of G* and T /G, we get:
Tor' o(mlrypon’)=po(maon’)o(m,Tho stgu),

i.e., we have to prove that Tolpyon’ =po (m,ao0Tho stg ). So, taken any Z € V, g € Gz
and u € (TU)Z, we have that TZ((!TU)Z(T‘Jz«gaU»)) = Tz((!TU)Z(u)) = Tz(*) = I(Z, ,),
while for the second member of the equation we have the following:

(u = ini(x))

pz((mz((g,in1(%))), az((Th)z((sta,v)z({g,in1(+))))))) =
=pz((g,az((Th)z(in1(+))))) = pz({g, az(in1(+)))) = pz({g,0))

Hence, pz((g,0)) = (evprop,Proc)z({9,0)) NI(Z,-) = gz((0,idz)) NZ(Z,-). Since we
know that for all Y € V, and ngr € (Proc = Prop)y, Y IFgry—on, (R 0) holds, we can
deduce, by point 3 of Theorem 5.1, that [R: ¢ — o,P : ¢t Fx (R P) : 0]z({9,0)) =
([R:t—0,P:itFx R:1—0]2((9,0))z(([R:¢ — 0,P: 15 0::]2({(g,0)),idz)) =
9z({0,idz)) > Z(Z, ), whence the thesis.

(u = 1in2(q))

pz((r2((9,in2(q))), az((Th) z((stc,v)z((g: in2(q))))))) =
=pz((9,az((Th)z(in2({g,9)))))) = pz({g, az(in2(hz({g,9)))))) =
=pz((g,7-hz({9,0))))

At this point we know, by equation C.4, that for all Y € V, and nr € (Proc = Prop)y,
Y IFru—ong YP:t.(R P) = (R 7P) holds. By points 1 and 2 of Theorem 5.1, this
amounts to say that, for all V € V, 1 € Z(Y, V) and np € Procy,

Vv |F(R:L—>0,P:L),((Proc:>P7’op)l(nR),77p) (R P)
implies
Vv “_(R:L—>0,P:L),((ProcéProp)l(nR),np> (R TP)

Then we notice the following facts:

L pz(g,hz({g,0)))) = Z(Z,);

2. pz({9,hz((9,4)))) = (€vProp,Proc) z({9, hz({9,2)))) NI(Z, -) = gz ((hz({g,q)),idz))
NL(Z, -);

3. [[R:L_)())P:L'_E (R ) :O]]Z(<gth(<g7Q>)>):([[R:LHOaP:L}_ER:
v = 0lz({g,hz((g: ) z(([R = 0 — 0, P : v b5 P ilz((9,hz((9: 9)))), 1dz)) =
9z({hz({g,q)),idz)) (by point 3 of Theorem 5.1); it follows from the previous two

facts that gz <hz(<g, >), ldz> (Z, ,); hence Z H_(R:L—>0,P:L),(g,hz((g,q>)>)) (R P)
holds;
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4. from the previous fact and the inductive hypothesis we can deduce that

Z F(Ru—o0,Pu) (g,h 2 ((g,0))) (B TP)
holds, i.e.,

[R:tv—o0,P:ubs (RTP):0lz((9,hz({9,9))) = T(Z,);

5. by point 3 of Theorem 5.1, we have [R: ¢t — o,P : ¢ Fx (R 7P) : 0]z({g,hz({g,

) = (R :v—= 0P :vks R:v— oz((g.hz({g,0)))z(([R : ¢ —
o,P:uvbx 7P : 1]z({g,hz((9,9)))),idz)) = gz({tau([R : ¢ — o,P : ¢ Fx P :

Jz((g9,hz((9,4))),idz)) = gz (<tau(h2(< 9))),idz)) = gz(m.hz((9,q)),idz) =
pz({g,7.hz({g9,q)))) NZ(Z,_), whence the thesis.

(u=inz(q,r))

pz((mz((g9,in3(q, 7)), az((Th) z((ste,u) z({9,in3(q,7))))))) =
(9,02((Th)z(in3((9,4,9.7)))))) =

(9, az(in3(hz((g,q)), in3(hz({g,7))))))) =

(9. hz({g,a))|hz((g.7))))

Equation C.5, states that for all Y € V, and ngr € (Proc = Prop)y, Y |Fri—ong

VP:.(R P) = VQ:.(R Q) = (R P|Q) holds. By points 1 and 2 of Theorem 5.1, this
amounts to say that, for all V € V, I € Z(Y, V) and np € Procy,

(
=pz(
=pz(

(

=pbz

V ”_(R:LHO,P:L),<(PT‘OC:>P'/‘Op)l('I]R),np> (R P)

implies
Vv |l_(RZL—>O,PZL),<(PTOC:>P’I'O]))Z(7]R),7’]P> VQL(R Q) = (R P|Q)

Applying again the same theorem, the latter judgment is in turn equivalent to say that,
for all W eV, m € Z(V,W) and ng € Procy,

w “_(R 11—0,P:,Q:1),((Proc=Prop) mo1(NR),Procm (np)mqQ) (R Q)
implies
w ”_(RZLHO,PZL,Q:L),<(PTOC:>PT0p)mOl(T]R),P’I”OCm(np),’r]Q> (R P‘Q)

Then we notice the following facts:

L pz({g,hz((9,9)))) = Z(Z,-) and pz({(g, hz((g,7))))

2. pz({(9:hz({9,0)))) = (€VProp,Proc) z((9: hz({9,0)))) NZ(Z, -) = gz ((hz((g,q)),1dz))
NZ(Z,-) and analogously pz({g,hz({(g,7)))) = gz( (hz({g,7)), idz)) NZ(Z,);

3.[R:t—0o,P:tbtx (RP):0]z({9,hz({(9,9)))) =([R:t — o,P:1tFx R:

v = 0lz({g,hz({g: ) z(([R = ¢ — 0, P2 v b5 P2 ilz((9,hz((9:9)))), 1dz)) =
9z((hz({g,q)),idz)) (by point 3 of Theorem 5.1); it follows from the previous two

facts that gZ(<hZ(<97Q>)> 1dZ>) > Z(Z? 7); hence Z ”_(R:L—w,P:L),(g,hz((g,q>)>)) (R P)
holds;
4. similarly we have that [R : ¢« — o,P : t,Q : ¢t Fx (R Q) : 0]z({g,hz({g,9)),

hZ((Q,T’>>>) - gZ(<hZ(<gar>)7idZ>) > I(Z7 *); hence Z ”_(R:L—>0,P:L),(g,hz(<g,r))))>
(R @) holds;
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5. from the previous facts and the inductive hypothesis we can deduce that

Z\F(Ris0,Pi0,Qx0),(g,h 2 ((9.:0),h 2 (gr))) (B PIQ)
holds, i.e.,

[R:t—0,P:0,Q:ths (R PIQ):0]z({g,hz({9, 1), hz((g,7)))) = L(Z,);

6. by point 3 of Theorem 5.1, we have [R: ¢t — 0,P:,Q : ¢ Fx (R P|Q) : 0]z({g,
hz((9,9)):hz((g,m)))) = ([R: v = 0,P:4,Q:vbs R:v— 0]z((g,hz((g,9)),
hz({g,m)))z(([R : v — 0,P :4,Q : ¢ Fs PIQ : ]z((g9.hz({9,a)), hz({g, >)>),
idz)) = gz((par([R s 1 — 0,P: 1,Q: 1t P ilz((g. hz((g. @) hz((g. ). [R
t—=0,P:1,Q:ubs Q:i]z((g,hz({g, ), hz((g.7)))))),idz)) = gz(<pa7“(<ZZE<97

q)),hz({g,7)))),idz)) = gz(hz({g,9))|hz({g,7)),idz) = pz ({9, hz((g,2))|hz({g,
) AZ(Z, ), whence the thesis.

(u = ing(v,w,q))

((mz({g; ina(v,w, q))), az((Th)z((sta,v)z({g, ina(v,w,q))))))) =
({9, az((Th)z(ins((v,w,9,9)))))) =
=pz((g, az(ina((v,w, hz((g,9))))))) =
=pz (9, [v # wlhz({9,))))

At this point we know, by equation C.6, that for all Y € V, and nr € (Proc = Prop)y,
Y IFry—omy Ye:u.Vy:w.VPu.(R P) = (R [x # y|P) holds. By point 2 of Theorem 5.1

and point 5 of Corollary 5.1, this amounts to say that, for all V. € V, [ € Z(Y,V)
Ny My € V and np € Procy,

Vv |l_(RZL—>O,$I'U,yZ'U,PZL),((PTOC:>PTOp)l(?’]R),'r]x,'r]yﬂ]p> (R P)
implies
14 “_(RZL—>O,$Z’U7:I/ZU,PZL),<(P7‘OC:>PTOp)l(UR),’V]x,’V]y,’V]P> (R [:L' 7& y]P)

Then we notice the following facts:

1. pZ(<ga hZ((Q? q>)>) = I(Z7 *);

2. pz({9, hz((9,4)))) = (evpProp,Proc) z({9, hz ({9, ))))NL(Z, -) = 9z({ hz({g,q)),idz))
NI(Z,.);

3.[R:t—0,P:vlFs (RP):0)z({g,hz({9,9))) =([R:t— 0,P:tFx R:

v = 0]z((9:hz((9:0))))z(([R : ¢t = 0, P v bs Pid]z((g:h2((9,9)))),1dz)) =
9z({hz({g,q)),idz)) (by point 3 of Theorem 5.1); it follows from the previous two

facts that gz <hz(<g, >), id > > Z(Z ); hence Z H_(R:L—>0,P:L),(g,hz((g,q))>)) (R P)
holds;

4. from the previous fact and the inductive hypothesis we can deduce that

Z H_(R:L—m,:rz:v,y:v,P:L),(g,v,w,hz(<g,q>)> (R [.f 7é y]P)
holds, i.e.,

[R:t—o,x:v,y:v,P:ibg (Rx#ylP):o]z({g,v,w,hz({g,9)))) >T(Z,_);
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5. by point 3 of Theorem 5.1, we have [R:t — o,z:wv,y:v, Pt b5 (R [z # y]P):0]z
((g,v,w,hz({(g9,9)))) = ([Rt — o,zv,y:v, P by R — 0]z({(g,v,w,hz({g,
o))z(([R: v — oz :vy:v,P by [z #ylP: fz((g,v,w, hz((g, Q>)>)7
idz)) = gz((mismatch({[R:t — o,z:v,y:v, Pu s x:v]z({g,v,w, hz({9,9))), [R
L — o,x:0,y:0, Pu by yu]z({g,v, w,hz({(g,9))), [R:t — o,x:v,y:v, P by P: L]]Z
((g,v, wth(<g7q>>)>>v idZ>) = gZ(<mismatCh(<v7w7hZ<<qu>)>)7idZ>) - gZ([U #
wlhz ({(9,49)),idz) = pz({g,[v # wlhz({g,q)))) NZ(Z, ), whence the thesis.

(u=1ns(q))
pz({rz({(g,ins(q))), az((Th)z((sta,v)z({(g,ins(q))))))) =
=pz((g,az((Th)z(ins(q,))))) =
=pz((g, az(in5(hzw:((7y) ze2(2,in2))))) =
=pz((9, (v2)h2:((qy) 26:(2, inz)))),
where g, : Var x V(Z,.) — G x U is the natural transformation such that, for all

YeV,yeYand feV(ZY), (7 oy (4, F) = (Gr(9), av ((y, )))-

At this point we know, by equation C.7, that for all Y € V, and ng € (Proc =
Prop)y, Y IFru—ong VP — t.(Va:v.(R (P x))) = (R vP) holds. By points 1 and 2
of Theorem 5.1, this amounts to say that, for all V- € V, Il € Z(Y, V) and np € (Var =
Proc)y,

A\_/

14 ‘l_(RZLHO,PZ’U—M),<(PT‘OC=>PT‘Op) (nr):mp) Va:v. (R (P 3?))
implies
VIF (Ru—o,Prv—si),(Proc= Prop)(ng)mp) (B VP).
Then we notice the following facts:

1.V |l_(R:L—>o,P:v—>L),((Proc:>Pmp)l(nR),np) Va;:v.(R (P SU)) iff, for all W € V, m €
Z(V,W) and n, € W, the following holds:
w “_(RIL—>O,PZU—>L,$:’U),<(P7‘OC:>PT0p)mol(UR),’r]p,’r]x> (R (P l‘)),
ie., iff
[Ats (R (P ) :olw(n) =Z(W,.),
where A2 R:1— 0,P:v — ,x:vand n = ((Proc = Prop)me(nr), (Var =

Proc)m(np),nz). The first member of the preceding inequality can be simplified
as follows according to Theorem 5.1:

[Ats (R (P z)):o]lw(n) =Z(W,.)
=([AFs R:v—olwm)w({[A s (P ) Jw(n),idw))
=((Proc = Prop)me(nr))w ((([A s P:v— Jwn)w
([A Fs 2 v]w(n),idw)), idw))
=((Proc = Prop)mei(nr))w ((((Var = Proc)m(np))w ((nz, idw)), idw))

2. in particular, when V £ Z, 1 £idz, ng £ g and np = h o q,, we have that the
following holds:

((Proc = Prop)u(9))w ((((Var = Proc)u(h o ,))w (s, idw)), idw))
—~((Proc = Prop)u(9))w(((h o Gg)w ({10, m)), idw))
—((Proc = Prop),u(9))w ((hw ({(Proc = Prop)u(g), aw ({nx,m)))), idw))
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3. pw({(Proc = Prop)m(g), hw ({(Proc = Prop)m(9),aw ({(nx,m)))), idw)))) =
(W, );

4. pw(((Proc = Prop)m(g), hw ({((Proc. = Prop)m(g), qw ((nx,m)))), idw)))) =

((Proc = Prop)m(g))w ((hw ({(Proc = Prop)m(g), aw (( nx,m)))),idw)) A Z(W,
_); hence, for all W, m € Z(Z,W) and 1, € W we have

w |l_(R:LHO,P:’UHL,w:’U),<(PTOC:>P7‘0p)m(g),hoqg,nz> (R (P 33)),

5. it follows that Z |'_(R:L4>0,P:U*>L),<g,hoqg> (R vP) holds by the previous point and the
inductive hypothesis, i.e, [R:t — 0, Prv — 1 s (RvP) 1 1] z((g, hoq,)) = ([R:t —
0,Pv — 1 by R — 0]z((9,h 0qy)))z({([R:t — o, Prv — 1+ Fx vP :1]z({g,h o
19))1id2)) = gz((mews({h 0 7,)),1d7)) = 92 () ((h 0 8y) e (2, in2)), idz)) =
9z({((v2)(hzw:((qy) 2e2((2,inz)))),idz)) = Z(Z, ) holds. The thesis follows since

pz (9, (v2)hzw:((@y) zw2(2,in2))))
9z(((v2)(hzw:((Qg) zw:((2,in2)))),1d2)) NI(Z, ).
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