We describe an exact algorithm for the problem of sorting a permutation by the minimum number of reversals, originating from evolutionary studies in molecular biology. Our approach is based on an integer linear programming formulation of a graph-theoretic relaxation of the problem, calling for a decomposition of the edge set of a bicolored graph into the maximum number of alternating cycles. The formulation has one variable for each alternating cycle, and the associated linear programming relaxation is solved by column generation.

A major advantage with respect to previous approaches is that the subproblem to face in the column generation phase no longer requires the solution of min-cost general matching problems, but of min-cost bipartite matching problems. Experiments show that there is a tremendous speed-up in going from general matching to bipartite matching, although the best-known algorithms for the two problems have the same theoretical worst-case complexity. We also show the worst-case ratio between the lower bound value obtained by our new method and previous ones.

We illustrate the effectiveness of our approach through extensive computational experiments. In particular, we can solve to proven optimality the largest real-world instances from the literature in a few seconds, and the other (smaller) real-world instances within a few milliseconds on a workstation. Moreover, we can solve to optimality random instances with $n = 100$ within 3 seconds, and with $n = 200$ within 15 minutes, where $n$ is the size of the permutation, whereas the size of the instances solvable by previous approaches was at most 100. We also describe a polynomial-time heuristic algorithm which consistently finds solutions within 2% of the optimum for random instances with $n$ up to 1000.
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1 Introduction

Many among the most effective approaches to solve Combinatorial Optimization problems are based on the definition of an Integer Linear Programming (ILP) formulation and the solution of the associated Linear Programming (LP) relaxation. A key issue for the success of this scheme is the “strength” of the ILP formulation, i.e. the fact that the optimal solution values of the ILP and its LP relaxation are “reasonably close” to each other. It is often a challenging task to derive strong ILP formulations. In some relevant cases, the only way to come up with such formulations is to have a very large (typically exponential in the size of the problem instance) number of constraints and/or variables in the model: The Branch-and-Cut (Padberg and Rinaldi 1991) and Branch-and-Price (B&P) (Barnhart et al. 1998) methodologies were specifically developed to handle these cases. Still, for many important problems in Combinatorial Optimization, no strong ILP formulation is known, and the most effective methods to tackle these problems rely on lower bounding procedures and heuristic algorithms based on combinatorial considerations. It is common belief that the derivation of a strong ILP formulation (if any exists) for these problems would lead to a significant increase of the size of the instances solvable to proven optimality within reasonable computing time. A notable example of this situation are most of the scheduling problems, in particular all the problems in the Shop family (Lawler et al. 1993).

In this paper we describe a successful ILP-based approach to the solution of a problem which apparently does not have any strong ILP formulation. A main idea of the approach is not to insist in formulating the original problem itself as an ILP, but to work with a (natural) ILP formulation of a combinatorial relaxation. We show how a B&P algorithm for this relaxation can easily be adapted to yield an effective exact algorithm for the original problem.

B&P approaches deal with the case in which the strong ILP formulations used have exponentially many variables, handling their LP relaxations by column generation techniques. A typical drawback of this approach is that an upper bound on the integer optimum is available only at the end of the procedure, namely when none of the variables has positive reduced cost, supposing the ILPs (and LPs) to be solved are in maximization form. (In fact, the process can be stopped slightly earlier (Farley 1990), but this does not change the situation substantially.) Hence, in order to get an upper bound, the column generation problem is
typically solved “exactly” a few times during the solution of the LP since, if no heuristic method is able to find a variable with positive reduced cost, one has to guarantee in some way that no such variable exists. This is clearly a drawback if the column generation problem is NP-complete (see e.g. Vance et al. 1994, Merhotra and Trick 1996), as one has to resort to enumerative methods, and may turn out to be inconvenient also when the latter problem can be solved in polynomial time.

In our case, the column generation problem for the LP relaxation of the ILP formulation mentioned above requires solving one or more (nonbipartite) min-cost perfect matching problems, as shown in Caprara et al. (1999a), and the solution of these matching problems turns out to be the computational bottleneck of the overall method. To overcome this drawback, we propose a novel “heuristic” approach to the column generation problem, which considers an enlarged set of variables. The definition of this enlarged set is inspired by the availability of an effective procedure to generate variables in this set. Namely, instead of solving some (nonbipartite) matching problems, we can solve some bipartite min-cost perfect matching problems, which requires a much smaller computing time in practice. The whole B&P approach works because the “new” variables in the formulation can take only fractional values when they are positive, and hence are forced to be 0 in any integer solution.

We deal with the problem of Sorting a permutation By Reversals (SBR), which is defined as follows. Let \( \pi = (\pi_1 \ldots \pi_n) \) be a permutation of \( \{1, \ldots, n\} \), and denote by \( \iota \) the identity permutation \( (1 \ 2 \ \ldots \ n - 1 \ n) \). A reversal of the interval \( (i, j) \) is an inversion of the subsequence \( \pi_i \ldots \pi_j \) of \( \pi \), represented by the permutation \( \rho = (1 \ldots i-1 \ j j-1 \ldots i+1 i \ j + 1 \ \ldots \ n) \). Composition of \( \pi \) with \( \rho \) yields \( \pi \rho = (\pi_1 \ldots \pi_{i-1} \pi_j \pi_{j-1} \ldots \pi_{i+1} \pi_i \pi_{j+1} \ldots \pi_n) \) where elements \( \pi_i, \ldots, \pi_j \) have been reversed. Given a permutation \( \pi \), SBR calls for a shortest sequence of reversals \( \rho_1, \ldots, \rho_{d(\pi)} \) such that \( \pi \rho_1 \ldots \rho_{d(\pi)} = \iota \). The optimal solution value \( d(\pi) \) is called the reversal distance of \( \pi \).

SBR originates from the problem of computing the evolutionary distance between two different genomes in computational molecular biology. In this case, a permutation may represent the linear order of a set of genes along a specific chromosome or of a set of markers along mitochondrial DNA. Looking at whole genomes has many advantages over comparing actual nucleotide sequences. In fact, it is often found that the order and number of genes is preserved far more easily than their content, i.e. the DNA sequence (see Franklin 1985, Watterson et al. 1982). For this reason, modern evolutionary studies in molecular biology are based on analyzing large-scale rearrangements that may turn a genome into another,
such as inversions, transpositions, deletions, insertions and duplications of DNA fragments. These genomic rearrangements are relatively rare events. Furthermore, inversions are the most frequent among them. Therefore SBR, which amounts to determine the minimum number of inversions that must have occurred in the evolution from a genome into another, is particularly relevant in evolutionary studies (see Sankoff et al. 1992, Sankoff 1993).

Let the order of the genes in two homologous chromosomes of different organisms with \( n \) genes be represented by two permutations \( \pi \) and \( \tau \) of \( \{1, \ldots, n\} \). An inversion of the segment comprising the genes from the \( i \)-th to the \( j \)-th corresponds to a reversal of the interval \((i, j)\). A shortest sequence of reversals needed to transform \( \pi \) into \( \tau \) is then clearly equal to an optimal solution of SBR on \( \pi^{-1}\tau \), where \( \pi^{-1} \) denotes the inverse permutation, defined by \( \pi_{\pi_i^{-1}} := i \) for \( i = 1, \ldots, n \).

With the more general aim of reconstructing an evolutionary tree (see e.g. Sankoff et al. 1996), SBR may be the subproblem to be solved to evaluate the distance between two species in the tree. In this respect, it would be convenient to have very fast (in practice) algorithms to solve it.

SBR has been widely studied in recent years, among others, by Kececioglu and Sankoff (1994, 1995), Bafna and Pevzner (1996), Hannenhalli and Pevzner (1996, 1999), Caprara et al. (1999a), Berman and Hannenhalli (1996), Irving and Christie (1995), Tran (1997), Kaplan et al. (2000), Caprara (1999a, 1999b), Christie (1998), Berman and Karpinski (1998), Caprara and Rizzi (2001). Most of these papers deal with the complexity and theoretical approximability of the problem. In particular, SBR was shown to be NP-hard in Caprara (1999a) and APX-hard in Berman and Karpinski (1998) (a problem is APX-hard if it does not have a polynomial time approximation scheme unless P = NP). References Kececioglu and Sankoff (1995), Bafna and Pevzner (1996) and Christie (1998) present, respectively, polynomial-time 2-approximation, \( \frac{7}{4} \)-approximation, and \( \frac{3}{2} \)-approximation algorithms, whereas Caprara and Rizzi (2001) presents a \( \frac{33}{25} + \varepsilon \)-approximation algorithm for “almost all” instances of SBR.

SBR was one of the main problems for the DIMACS Implementation Challenge in 1995 (Farach-Colton et al. 1999). The exact solution of real-world and randomly-generated instances of the problem is reported in Kececioglu and Sankoff (1995), Hannenhalli and Pevzner (1996) and Caprara et al. (1999a). Here we present an exact B&P algorithm that widely outperforms these previous approaches and is capable of solving the largest real-world instances from molecular biology.
The paper is organized as follows. In Section 2 we survey known results in the literature, describing the combinatorial relaxation of SBR and the associated (natural) ILP formulation, as well as how to get a B&P algorithm for SBR that works with the LP relaxation of this formulation. Section 3 explains our column generation scheme on an enlarged set of variables. Section 4 illustrates a few implementation issues that we introduced in order to speed-up the solution of the above LP and quickly find a feasible solution very close to the optimum. Finally, in Section 5 we present computational results on both real-world instances and other instances from the literature, that show the effectiveness of our approach. In particular, we can solve to proven optimality the largest real-world instances from the literature in a few seconds, and the other (smaller) real-world instances within a few milliseconds on a workstation. Moreover, we can solve to optimality random instances with \( n = 100 \) within 3 seconds, and with \( n = 200 \) within 15 minutes, where \( n \) is the size of the permutation, whereas the size of the instances solvable by previous approaches was at most 100. We also describe a polynomial-time heuristic algorithm which consistently finds solutions within 2\% of the optimum for random instances with \( n \) up to 1000.

2 SBR, Alternating-Cycle Decompositions and Branch-and-Price

In this section, we illustrate the main ideas of the approach proposed in Caprara et al. (1999a). For further details, we refer the interested reader to Caprara et al. (1999a) or to the original technical report Caprara et al. (1999b).

After unsuccessful attempts to find a reasonable ILP formulation for a Combinatorial Optimization problem, it is natural to start looking for combinatorial relaxations in order to find bounds on the optimal solution value. A very elegant graph-theoretic relaxation for SBR was introduced by Bafna and Pevzner (1996) and Kececioglu and Sankoff (1995).

Consider a permutation \( \pi = (\pi_1 \ldots \pi_n) \) of \( \{1, \ldots n\} \). Throughout the paper, \( n \) will denote the number of elements of the permutation \( \pi \) considered. Following the description in Bafna and Pevzner (1996), define the breakpoint graph \( G(\pi) = (V, B \cup Y) \) of \( \pi \) as follows. Add to \( \pi \) the elements \( \pi_0 := 0 \) and \( \pi_{n+1} := n+1 \), re-defining \( \pi := (0 \pi_1 \ldots \pi_n n+1) \). Let \( V := \{0, \ldots, n+1\} \), where each node \( v \in V \) represents an element of \( \pi \). Graph \( G(\pi) \) is bicolored, i.e. its edge set is partitioned into two subsets, each represented by a different color. \( B \) is the set of black edges, each of the form \( (\pi_i, \pi_{i+1}) \), for all \( i \in \{0, \ldots, n\} \) such that
Figure 1: The breakpoint graph $G(\pi)$ associated with $\pi = (4\ 2\ 1\ 3)$. Gray edges are drawn as thin lines, black edges as thick lines.

$|\pi_i - \pi_{i+1}| \neq 1$, i.e. elements which are in consecutive positions in $\pi$ but not in the identity permutation $\iota$. Such a pair $\pi_i, \pi_{i+1}$ is called a breakpoint of $\pi$, and an element $\pi_i$ is called a singleton if both $\pi_{i-1}, \pi_i$ and $\pi_i, \pi_{i+1}$ are breakpoints of $\pi$. Let $b(\pi) := |B|$ be the number of breakpoints of $\pi$. $Y$ is the set of gray edges, each of the form $(i, i+1)$, for all $i \in \{0, \ldots, n\}$ such that $|\pi_i - \pi_{i+1}| \neq 1$, i.e. elements which are in consecutive positions in $\iota$ but not in $\pi$. Note that each node $i \in V$ has either degree 0, 2 or 4, and has the same number of incident gray and black edges. Therefore, $|B| = |Y| = b(\pi)$. Note also that there is no cycle formed by black (resp. grey) edges only. Figure 1 depicts the breakpoint graph associated with the permutation $(4\ 2\ 1\ 3)$.

An alternating cycle of $G(\pi)$ is a cycle whose edges are alternately grey and black, without edge repetitions but possibly with node repetitions. Formally, an alternating cycle is a sequence of edges $b_1, y_1, b_2, y_2, \ldots, b_m, y_m = (i_1, j_1), (j_1, i_2), (i_2, j_2), (j_2, i_3), \ldots, (i_m, j_m), (j_m, i_1)$, such that:

(i) $b_k \in B, y_k \in Y$ for $k = 1, \ldots, m$;

(ii) $b_i \neq b_j$ (resp. $y_i \neq y_j$) for $1 \leq i < j \leq m$;

where indices are understood to be modulo $m$. For example, edges $(0, 4), (4, 3), (3, 1), (1, 0)$ and $(4, 2), (2, 3), (3, 5), (5, 4)$ form alternating cycles in the graph of Figure 1.

An alternating-cycle decomposition of $G(\pi)$ is a collection of edge-disjoint alternating cycles, such that every edge of $G$ is contained in exactly one cycle of the collection. It is easy to see that $G(\pi)$ always admits an alternating-cycle decomposition (recalling that an alternating cycle is allowed to visit the same node twice). In the graph of Figure 1, alternating cycles $(0, 4), (4, 3), (3, 1), (1, 0)$ and $(4, 2), (2, 3), (3, 5), (5, 4)$ form an alternating-cycle decomposition. Let $c(\pi)$ be the maximum cardinality of an alternating-cycle decomposition of $G(\pi)$. Bafna and Pevzner (1996) (see also Kececioglu and Sankoff 1995) proved the following property.
Theorem 1 For every permutation $\pi$, $d(\pi) \geq b(\pi) - c(\pi)$.

Therefore $b(\pi) - c(\pi)$ gives a valid lower bound on the optimal solution value of SBR. Moreover, as shown in Caprara (1999b), $d(\pi) = b(\pi) - c(\pi)$ for “almost all” permutations $\pi$. The above discussion motivates the study of the Alternating-Cycle Decomposition (ACD) problem, which calls for a maximum-cardinality alternating-cycle decomposition of $G(\pi)$.

From a complexity point of view, all the negative results for SBR apply to ACD as well, in particular the latter is NP-hard (Caprara 1999a). On the other hand, from a practical point of view, the great advantage of dealing with ACD instead of SBR is the fact that the former has a strong, natural ILP formulation with one variable for each alternating-cycle of $G(\pi)$, which was proposed in Kececioglu and Sankoff (1995) and Caprara et al. (1999a). Let $C$ denote the set of all the alternating cycles of $G(\pi)$, and for each $C \in C$ introduce a binary variable $x_C$. A natural ILP model is

$$\text{max} \sum_{C \in C} x_C \quad (1)$$

subject to

$$\sum_{C \ni e} x_C \leq 1, \quad e \in E, \quad (2)$$

$$x_C \in \{0, 1\}, \quad C \in C. \quad (3)$$

Constraints (2) ensure that each edge in $E$ is contained in at most one cycle $C$ such that $x_C = 1$. As the removal of edges in an alternating cycle in a breakpoint graph yields a graph in which each node is incident with the same number of black and grey edges, any maximal solution of (1)-(3) will satisfy all constraints (2) at equality. Therefore, in an optimal solution $x^*$ to (1)-(3), the set of cycles $C$ such that $x_C^* = 1$ defines an optimal ACD solution.

A valid upper bound $[c^*(\pi)]$ on $c(\pi)$, and hence a valid lower bound $[b(\pi) - c^*(\pi)]$ on $d(\pi)$, is given by the optimal solution value $c^*(\pi)$ of the LP relaxation of (1)-(3), obtained by replacing constraints (3) with

$$x_C \geq 0, \quad C \in C. \quad (4)$$

Caprara et al. (1999a) describes a polynomial-time algorithm for the column generation problem associated with variables $x_C$, proving the following statement.

Theorem 2 LP (1), (2) and (4) can be solved in polynomial time.
The algorithm presented in Caprara et al. (1999a) to solve the column generation problem computes up to \( n + 1 \) min-cost perfect matching problems in a suitably-defined (nonbipartite) graph. As this turns out to be computationally very expensive in practice, within the approach presented here we will solve a “relaxed” column generation problem by bipartite matching, as illustrated in Section 3.

A B&P algorithm for ACD follows immediately from formulation (1)-(3), as discussed below. In particular, a main issue to be addressed in B&P algorithms is the definition of a branching rule which preserves the structure of the column generation problem in the nodes of the branch-decision tree (see Barnhart et al. 1998). For the specific case of ACD, such a branching rule appears naturally if one thinks about the problem in the following terms. An ACD solution is uniquely defined by considering each node of degree 4 of \( G(\pi) \) and stating that either \( y_1, b_1 \) and \( y_2, b_2 \) or \( y_1, b_2 \) and \( y_2, b_1 \) are consecutive edge pairs in an alternating cycle of the solution, where \( y_1, y_2 \) are the grey edges and \( b_1, b_2 \) the black edges incident with the node. This observation is formalized by introducing the notion of splitting of a singleton, illustrated in Figure 2.

Modulo a few details, the branching rule above, along with the column generation procedure described in the next section, define an effective B&P algorithm for ACD. Now the point is how to turn this algorithm into an algorithm for SBR. The main step in this direction is the very nice interpretation of the splitting of a singleton in terms of SBR. To this aim we have to define a relevant variant of SBR, called Signed SBR (SSBR).
A signed permutation $\sigma$ is obtained by taking a permutation $\pi$ and signing each element $\pi_i$, replacing $\pi_i$ by either $\pi_i$ or $-\pi_i$, i.e. $\sigma_i = \pm \pi_i$ for $i = 1, \ldots, n$. The reversal operation applied to $\sigma$ has the effect of both inverting a subsequence from $\sigma_i$ to $\sigma_j$ (as in the unsigned case) and flipping the signs of the elements in the subsequence, replacing $(\sigma_1 \ldots \sigma_{i-1} \sigma_i \sigma_{i+1} \ldots \sigma_{j-1} \sigma_j \sigma_{j+1} \ldots \sigma_n)$ by $(\sigma_1 \ldots \sigma_{i-1} - \sigma_j - \sigma_{j-1} \ldots - \sigma_{i+1} - \sigma_i \sigma_{j+1} \ldots \sigma_n)$. Given a signed permutation $\sigma$, SSBR calls for a shortest sequence of reversals transforming $\sigma$ into the (signed) identity permutation $(1 \ 2 \ldots n - 1 \ n)$. SSBR can be solved in $O(n^2)$ time (Hannenhalli and Pevzner 1999, Kaplan et al. 2000) and is in principle closer to the real-world genome rearrangement problem, in that genes have an orientation which can be represented by signs. Nevertheless, this orientation is unknown in many cases, and this motivates the interest for SBR.

In this context, we are interested in an intermediate problem between SBR and SSBR, hereafter called Partially-Signed SBR (PSSBR), in which only a fraction of the elements of the given permutation are signed, and the effect of a reversal is to flip the signs of the signed elements in the associated subsequence. PSSBR was studied in Hannenhalli and Pevzner (1996) by using some of the tools introduced in Hannenhalli and Pevzner (1999) for SSBR. Here we will consider partially-signed permutations obtained from the original permutation $\pi$ by signing (some of) its singletons. In particular, if all the singletons are signed, Hannenhalli and Pevzner (1996) have shown that the corresponding PSSBR instance can be solved in $O(n^2)$ time by using the algorithm of Kaplan et al. (2000).

The key point of our approach is that we can associate with a PSSBR instance $\tau$, obtained by signing some of the singletons of $\pi$, the breakpoint graph which is obtained from $G(\pi)$ by splitting the singletons which are signed. In other words, the natural branching rule for ACD defined by splitting a singleton corresponds to signing the singleton in the original SBR instance in the two possible ways. Moreover, it is easy to see that the enumeration of the PSSBR solutions over all signings of the singletons yields an optimal SBR solution. Hence, in the aforementioned B&P algorithm, the leaf nodes of the branch-decision tree correspond to the partially-signed permutations obtained by signing all the singletons of $\pi$. Whereas the ACD solution for these instances is unique, and hence trivially determined, the solution of the corresponding PSSBR instances can be determined in $O(n^2)$ time.

We summarize the main skeleton of our B&P algorithm for SBR in Figure 3. Note that many points are left unspecified, for instance the choice of the singleton to sign for branching and the selection of the next subproblem to consider. All these issues are addressed in Section.
algorithm B&P SBR(π, d(π));
input: a permutation π of {1, . . . , n};
output: the optimal SBR solution value d(π) for π;
begin
  d(π) := ∞; \textbf{comment: upper bound on the optimal solution value;}
  Q := \{π\}; \textbf{comment: list of partially signed permutations to be considered;}
repeat
  let τ be a partially signed permutation in Q;
  Q := Q \{τ\};
  if all singletons are signed in τ then begin
    solve to optimality PSSBR for τ, letting d(τ) denote the optimal solution value;
    if d(π) > d(τ) then d(π) := d(τ);
  end
  else begin
    solve the LP relaxation of ACD for G(τ), letting c*(τ) denote the optimal solution value;
    if d(π) > [b(τ) − c*(τ)] then begin
      \textbf{comment: the optimal PSSBR solution value for τ may be better than the current d(π)}
      \hspace{1em} (otherwise the node is fathomed);
      generate two partially signed permutations τ1 and τ2 by giving a positive and a negative sign,
      respectively, to a singleton unsigned in τ;
      Q := Q ∪ {τ1, τ2};
    end;
  end;
until Q = ∅;
end.

Figure 3: Overview of the B&P algorithm for SBR.

4. The computational bottleneck of the algorithm is the solution of the LP relaxations of ACD in each node of the branch-decision tree. In the next section, we will present an alternative LP relaxation which is in practice much faster to solve.

A crucial point for the effectiveness of the B&P algorithm is the tightness of the lower bound b(π) − c(π) on d(π). In particular, if d(π) > b(π) − c(π) one has to consider explicitly all the leaf nodes in the branch-decision tree corresponding to ACD solutions of value > b(π) − d(π). We stress that this never happened in our computational experiments, and the results in Caprara (1999b) justify this behavior.

3 A Better LP Relaxation

As discussed in Section 2, the column generation problem for LP (1), (2) and (4) calls for an alternating cycle in G(π) of weight < 1, where weights are given by the current values
the dual variables. The problem is the same in the nodes of the branch-decision tree, with the only difference that the graph $G(\pi)$ is replaced by $G(\tau)$. As already mentioned, this problem can be solved in polynomial time by min-cost matching, but the solution of these matching problems turns out to eat basically all of the overall computing time, even by using state-of-the-art codes for matching Cook and Rohe (1999) and by trying a number of heuristic procedures to identify positive reduced-cost variables before resorting to the use of these codes, as explained in the next section. To overcome this serious drawback, we came up with an alternative LP relaxation, which is described in this section. This relaxation has a wider set of variables and hence is weaker than the original one. However, the associated column generation problem can be solved much faster by bipartite matching. Furthermore, we show that, even in the worst case, the lower bound provided by this new relaxation is not much worse than the previous one.

### 3.1 The new LP relaxation

A surrogate alternating cycle of $G(\pi)$ is a cycle whose edges are alternately black and grey, possibly with edge repetitions, that does not contain a strictly smaller surrogate alternating cycle. More precisely, a surrogate alternating cycle is a minimal sequence of edges $b_1, y_1, b_2, y_2, \ldots, b_m, y_m = (i_1, j_1), (j_1, i_2), (i_2, j_2), (j_2, i_3), \ldots, (i_m, j_m), (j_m, i_1)$, such that

(i) $b_k \in B$, $y_k \in Y$ for $k = 1, \ldots, m$. 

In other words, condition (ii) in the definition of alternating cycle has been removed. By minimal we mean that the sequence of edges does not contain another surrogate alternating cycle as a subsequence. Note that alternating cycles are also surrogate alternating cycles. We call pseudo alternating cycle a surrogate alternating cycle which is not an alternating cycle, i.e. such that $b_i = b_j$ or $y_i = y_j$ for some $1 \leq i < j \leq m$. An example of a pseudo
alternating cycle is given in Figure 4. Let $\mathcal{S}$ denote the set of surrogate alternating cycles of $G(\pi)$ and $\mathcal{P} := \mathcal{S} \setminus \mathcal{C}$ the set of pseudo alternating cycles of $G(\pi)$.

The new LP relaxation is the counterpart of (1), (2) and (4), where the set $\mathcal{C}$ of alternating cycles is replaced by the set $\mathcal{S}$ of surrogate alternating cycles. In other words, the LP model reads

$$\max \sum_{C \in \mathcal{S}} x_C$$

subject to

$$\sum_{C \ni e} \mu_{e,C} x_C \leq 1, \quad e \in E,$$

$$x_C \geq 0, \quad C \in \mathcal{C},$$

where, for each $C \in \mathcal{S}$ and $e \in C$, $\mu_{e,C}$ is the number of times that edge $e$ appears in the sequence defining surrogate alternating cycle $C$. Obviously, $\mu_{e,C} = 1$ for each alternating cycle $C$ and edge $e \in C$, and, by definition, $\mu_{e,C} \geq 2$ for at least one edge $e$ in a pseudo alternating cycle $C$ (in fact it is easy to show that $\mu_{e,C} \leq 2$). This yields the following

**Remark 1** In every integer solution of (5)-(7), $x_C = 0$ for all $C \in \mathcal{P}$.

Therefore, by solving LP (5)-(7) instead of (1), (2) and (4), the bounds obtained may be weaker, but if the optimal LP solution is integer then we have an optimal ACD solution. In other words, with the additional restriction that the variables must be binary, (5)-(7) yields an alternative ILP formulation of ACD. A characterization of the structure of the surrogate alternating cycles that may have the corresponding variable strictly positive in the optimal solution of LP (5)-(7) is given in the original technical report Caprara et al. (1999b).

We conclude this subsection by some observations on the new LP relaxation that have interesting implications. First of all, one may note that an alternative LP relaxation is obtained by replacing inequalities (6) by equations

$$\sum_{C \ni e} \mu_{e,C} x_C = 1, \quad e \in E.$$  

As long as integrality constraints are imposed, having inequalities (6) or equations (8) is clearly the same, as discussed in Section 2. The next lemma shows that the same holds for the LP relaxations as well.

**Lemma 1** Given any feasible solution $\bar{x}$ of (5)-(7) that does not satisfy some of (8), there is a feasible solution $x^*$ of (5), (8) and (7) such that $x^*_C \geq \bar{x}_C$ for all $C \in \mathcal{S}$ and $x^*_C > \bar{x}_C$ for at least one $C \in \mathcal{S}$. 
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Proof. Given $\pi$, a solution $x^*$ with the desired properties can be constructed as follows. Consider a node $i$ incident with a black edge for which the associated constraint (8) is not satisfied. This implies that $\sum_{C \in S(i)} \pi_C$ is strictly smaller than 1 if $i$ has degree 2, and smaller than 2 if $i$ has degree 4, where $S(i)$ denotes the set of surrogate alternating cycles visiting node $i$. Hence, the node is also incident with at least one grey edge for which constraint (8) is not satisfied. In other words, given $\pi$, the graph obtained from $G(\pi)$ by removing the edges for which (8) is satisfied is such that every node incident with a black edge is also incident with a grey edge and vice versa. This guarantees that this graph contains at least one surrogate alternating cycle $C$, and the associated variable $\pi_C$ can be increased by a strictly positive value so as to keep all constraints (6) satisfied while satisfying at least one constraint (8) previously violated. Iterating this procedure yields the desired $x^*$.

An immediate consequence of this lemma is the following

**Theorem 3** The optimal solution value of LP relaxation (5)-(7) is equal to that of LP relaxation (5), (8) and (7).

One would say that in practice LP relaxation (5)-(7) should be used, because the LPs should be easier for the LP solver and the dual variables are nonnegative, which may turn out to speed-up the convergence in the column generation process (see Barnhart et al. 1998). On the other hand, using equality constraints has the advantage that one can halve the number of constraints in the LP, as we show now.

**Theorem 4** The LP relaxation defined by (5), (7) and the constraints (8) associated with black edges, namely

$$\sum_{C\ni e} \mu_{e,C} x_C = 1, \quad e \in B,$$

(9)

is equivalent to LP relaxation (5), (8) and (7), in the sense that the set of feasible solutions of the two LPs coincide.

Proof. Consider a solution $x^*$ of (5), (9) and (7). We show that constraints (8) associated with grey edges are satisfied by $x^*$. Recall that there is no cycle in $G(\pi)$ formed by grey edges only, i.e. the grey edges form node-disjoint paths whose endpoints are nodes of degree 2 in $G(\pi)$ and whose intermediate nodes have degree 4. Consider one such path, say $y_1, \ldots, y_p$. We prove the claim by showing that constraints (8) associated with the edges in this path are satisfied. Let $i$ be a node of degree 2 incident with edge $y_1$. Due to constraint (9) associated
with the black edge incident with $i$, one has that $\sum_{C \in S(i)} x_C^* = 1$, where $S(i)$ denotes the set of surrogate alternating cycles visiting node $i$, implying that $\sum_{C \ni y_1} x_C^* = 1$, i.e. constraint (8) is satisfied for edge $y_1$. Now consider the node $j$ incident with $y_1$ and $y_2$. As $\sum_{C \ni S(j)} x_C^* = 2$, due to constraints (9), and $\sum_{C \ni y_1} x_C^* = 1$, we have $\sum_{C \ni y_2} x_C^* = 1$. Iterating the argument shows that $\sum_{C \ni y_i} x_C^* = 1$ for $i = 1, \ldots, p$. □

Therefore, we work with LP (5), (9) and (7) within our implementation, as having half the number of constraints is far more advantageous than having inequalities instead of equations.

### 3.2 Column generation by bipartite matching

The dual of (5), (9) and (7) has the form

$$\min \sum_{e \in B} u_e \quad (10)$$

subject to

$$\sum_{e \in C \cap B} \mu_{e,C} u_e \geq 1, \quad C \in S, \quad (11)$$

where $u_e, e \in B$, is unconstrained in sign. The associated column generation problem requires finding, if any, a surrogate alternating cycle $C \in S$ such that $\sum_{e \in C \cap B} \mu_{e,C} u_e^* < 1$ for a given $u^*$ vector. Call $\sum_{e \in C \cap B} \mu_{e,C} u_e^*$ the weight of $C \in S$. We next show how to solve this problem.

Construct the arc-weighted directed graph $D(\pi) = (V, A)$ from $G(\pi)$ and $u^*$ as follows. $D(\pi)$ has the same node set $V$ as $G(\pi)$ and, roughly speaking, each path consisting of a black and a grey edge in $G(\pi)$ is replaced by an arc in $D(\pi)$. Formally, for each node pair $i, j \in V$, $D(\pi)$ has an arc $(i, j) \in A$ if there exists $k \in V$ such that $(i, k) \in B$ and $(k, j) \in Y$. The arc weight for $(i, j)$ is given by $u^*_{(i,k)}$. If there exist two such $k$, we consider the one resulting in the minimum weight of arc $(i, j)$. Figure 5 shows the graph $D(\pi)$ associated
with graph $G(\pi)$ in Figure 1. In the following, we call \textit{dicycles} the \textit{simple} (i.e. without node repetitions) directed cycles of $D(\pi)$.

\textbf{Theorem 5} \textit{For a given $u^*$, $G(\pi)$ contains a surrogate alternating cycle $C \in S$ of weight $< 1$ if and only if $D(\pi)$ contains a dicycle of weight $< 1$.}

\textbf{Proof.} Consider a dicycle of $D(\pi)$ of weight $w < 1$, corresponding to arc sequence $a_1, a_2, \ldots, a_m = (i_1, i_2), (i_2, i_3), \ldots, (i_m, i_1)$. For $h = 1, \ldots, m$, let $j_h$ be a node such that black edge $(i_h, j_h)$ and grey edge $(j_h, i_{h+1})$ are in $G(\pi)$. (Note that there may exist one or two such $j_h$; in the latter case we choose the one for which $u^*_ {(i_h, j_h)}$ is smaller.) Consider edge sequence $b_1, y_1, \ldots, b_m, y_m = (i_1, j_1), (j_1, i_2), \ldots, (i_m, j_m), (j_m, i_1)$. Clearly, this sequence satisfies requirement (i) in the definition of surrogate alternating cycle and the overall weight of its edges is $w < 1$. Then, if the sequence is also minimal, it is a surrogate alternating cycle of $G(\pi)$ and the claim follows. Otherwise, the sequence contains two subsequences satisfying (i), at least one having weight $< 1$. Iterating the procedure on such a subsequence eventually yields a surrogate alternating cycle of weight $< 1$.

Conversely, consider a surrogate alternating cycle $C$ of $G(\pi)$, corresponding to edge sequence $b_1, y_1, \ldots, b_m, y_m = (i_1, j_1), (j_1, i_2), \ldots, (i_m, j_m), (j_m, i_1)$. The minimality requirement guarantees that $i_h \neq i_k$ for $1 \leq h < k \leq m$. Hence, the corresponding sequence of arcs $(i_1, i_2), \ldots, (i_m, i_1)$ is a dicycle of $D(\pi)$, whose weight is not larger than that of $C$ by definition of $D(\pi)$.

We now describe how we check the existence of dicycles having weight $< 1$ in $D(\pi)$. First of all, we introduce \textit{loops} in $D(\pi)$, i.e. arcs of the form $(i, i)$ for all $i \in V$. The weight of the loops is initially set to 0, and a first Assignment Problem (AP) is solved on the distance matrix of $D(\pi)$, checking the existence of negative-weight dicycles in $D(\pi)$. The AP solution corresponds to a set of dicycles and loops of $D(\pi)$ such that each node is visited by exactly one dicycle or loop in the set, and the sum of the weights of the arcs in the dicycles and loops is a minimum. The problem coincides with the min-cost perfect matching problem on the complete bipartite graph having $|V|$ nodes on each shore of the bipartition, and where the cost of edge $(i, j)$ is equal to the weight of arc $(i, j)$ if $(i, j) \in A$, to $+\infty$ otherwise (see e.g. Gerards 1995).

If negative-weight dicycles exist, some will be present in the AP solution when loop weights are set to 0 and we are done, by Theorem 5, as the corresponding surrogate al-
ternating cycles of $G(\pi)$ have weight < 1 (in fact, it is easy to see how to get surrogate alternating cycles with negative weight).

If no negative-weight dicycle exists, the solution of the first AP corresponds to all the loops. Note that, provided an ACD solution is contained in the set of variables in the current LP, the “interesting” surrogate alternating cycles visit at least one node of degree 4, as possible surrogate alternating cycles visiting only nodes of degree 2 are already contained in the variable set. Therefore, we consider each node $i$ of degree 4 in $G(\pi)$, in turn, set to $+\infty$ the weight of the corresponding loop in $D(\pi)$, and solve the AP for the new distance matrix. The new AP solution is formed by a minimum-weight dicycle in $D(\pi)$ visiting node $i$, and by loops. Hence, we get the minimum-weight sequence of edges in $G(\pi)$ visiting node $i$ and satisfying (i). The weight of this sequence is < 1 if and only if the minimum weight of a surrogate alternating cycle visiting $i$ in $G(\pi)$ is < 1. This latter AP need not be solved from scratch, since by starting from the solution of the first AP (with all loop weights equal to 0), the computation of an augmenting path is sufficient (see Gerards 1995 for details). Trying all the nodes of degree 4 in $G(\pi)$ guarantees finding, if any, a dicycle of $D(\pi)$ (and a surrogate alternating cycle of $G(\pi)$) of weight < 1, thus solving the column generation problem.

In Figure 6 we give a formal, pseudo-code description of the procedure above. By using efficient implementations of the Hungarian method (see e.g. Gerards 1995), one can solve the initial AP in time $O(|V||A| \log |V|)$, and each of the other APs by just one augmentation step, in time $O(|A| \log |V|)$. Noting that $|A| = O(|V|) = O(n)$ due to the structure of $D(\pi)$, where in particular every $i \in V$ has at most 4 ingoing and outgoing arcs, one has the following

**Theorem 6** The column generation problem for LP (5), (9) and (7) can be solved in $O(n^2 \log n)$ time.

Nevertheless, it is not the theoretical worst-case complexity but the much smaller time required in practice that determines the success of the procedure above with respect to a procedure to solve the column generation problem for LP (1), (2) and (4), based on the solution of a series of min-cost perfect matching problems on a nonbipartite graph (Caprara et al. 1999a).
procedure ColGen($G(\pi), u^*$, $F$);

input: a breakpoint graph $G(\pi)$ and a vector $u^*$ of weights for the edges of $G(\pi)$;

output: a set $F$ of surrogate alternating cycles of $G(\pi)$ of weight $< 1$ — if $F = \emptyset$ then no such cycle exists;

begin

define $D(\pi) = (V, A)$ from $G(\pi)$ and $u^*$, letting $w_a$ denote the weight of each arc $a \in A$;

for $i := 1$ to $|V|$ do $w_{(i,i)} := 0$;

solve the AP associated with $D(\pi)$ letting $v$ denote the optimal solution value;

comment: $v \leq 0$ and all the possible dicycles in the solution have weight $\leq 0$;

if the AP solution contains some dicycle then

let $F := \{C_1, \ldots, C_p\}$, where $C_1, \ldots, C_p$ are surrogate alternating cycles of $G(\pi)$ of weight $< 1$ corresponding to the dicycles in the AP solution

else begin

comment: all the dicycles of $D(\pi)$ have weight $\geq 0$;

$F := \emptyset$;

for each singleton $i$ of $\pi$ do begin

$w_{(i,i)} := +\infty$;

solve the AP associated with $D(\pi)$ letting $v$ denote the optimal solution value;

comment: the only dicycle of the AP solution visits node $i$ and has weight $v$;

if $v < 1$ then $F := F \cup \{C\}$, where $C$ is a surrogate alternating cycle of $G(\pi)$ of weight $< 1$ corresponding to the only dicycle in the AP solution;

$w_{(i,i)} := 0$;

end

end

end;

Figure 6: Column generation procedure.

3.3 Worst-case comparison of the old and new lower bounds

We now present a theoretical comparison of the lower bounds obtained by solving the old and new LP relaxations, motivated by the fact that these bounds turn out to be basically the same in practice. Let $c^*(\pi)$ denote the optimal solution value of LP (1), (2) and (4), and $\tilde{c}(\pi)$ the optimal solution value of LP (5), (9) and (7). Clearly, $c^*(\pi) \leq \tilde{c}(\pi)$, i.e. $[b(\pi) - c^*(\pi)]$ is a better lower bound on $d(\pi)$ than $[b(\pi) - \tilde{c}(\pi)]$. As we will see, there are examples in which $c^*(\pi) = 1$ and $\tilde{c}(\pi) = \Theta(n)$ for arbitrarily large $n$, implying that the worst-case ratio between $\tilde{c}(\pi)$ and $c^*(\pi)$ can be very bad. However, we will show in the following that the ratio between the lower bounds on SBR is bounded by $\frac{3}{4}$, giving a partial theoretical explanation of empirical evidence.
Lemma 2 For every pseudo alternating cycle \( C \) of \( G(\pi) \),
\[
\sum_{e \in C \cap B} \mu_{e,C} \geq 4,
\]
i.e. every pseudo alternating cycle of \( G(\pi) \) contains at least 4 black edges, counting each edge with its multiplicity within the cycle.

Proof. Let \( b_1, y_1, b_2, y_2, \ldots, b_m, y_m \) be the edge sequence defining a surrogate alternating cycle. If \( m = 2 \), we show that \( b_1 \neq b_2 \) and \( y_1 \neq y_2 \). Suppose indeed \( b_1 = b_2 = (i, j) \). This implies \( y_1 = (i, j) \), which is impossible as \( G(\pi) \) has no parallel edges. Similarly, for the case \( m = 3 \), the same reasoning shows that \( b_1 = b_2 = (i, j) \) would imply \( y_1 = (i, j) \), \( b_2 = b_3 = (i, j) \) would imply \( y_2 = (i, j) \) and \( b_3 = b_1 = (i, j) \) would imply \( y_3 = (i, j) \). Hence, if \( m \leq 3 \), the surrogate alternating cycle is necessarily an alternating cycle.

Theorem 7 For every permutation \( \pi \),
\[
\beta(\pi) - \tilde{\beta}(\pi) \geq \frac{3}{4}(\beta(\pi) - \beta^*(\pi)).
\]
Moreover, there exist permutations for which \( \beta(\pi) - \tilde{\beta}(\pi) \) is arbitrarily close to \( \frac{3}{4}(\beta(\pi) - \beta^*(\pi)) \).

Proof. Let \( \tilde{\beta}(\pi) = \tilde{\beta}_C + \tilde{\beta}_P \), where \( \tilde{\beta}_C \) is the contribution to objective function (5) of the variables corresponding to alternating cycles of \( G(\pi) \), whereas \( \tilde{\beta}_P \) is the contribution of the variables corresponding to pseudo alternating cycles of \( G(\pi) \). Note that
\[
\tilde{\beta}(\pi) = \tilde{\beta}_C + \tilde{\beta}_P \geq \beta^*(\pi) \geq \tilde{\beta}_C.
\] (12)

Recall that \( \beta(\pi) \) is the number of black edges of \( G(\pi) \), and note that every alternating cycle of \( G(\pi) \) contains at least two black edges, as \( G(\pi) \) has no parallel edges, whereas by Lemma 2 every pseudo alternating cycle of \( G(\pi) \) contains at least 4 black edges. Adding up constraints (9) we get
\[
\beta(\pi) = \sum_{e \in B} \sum_{C \ni e} \mu_{e,C} x_C = \sum_{C \in S} \beta_C x_C + \sum_{C \in P} \beta_C x_C,
\]
where \( \beta_C := \sum_{e \in C \cap B} \mu_{e,C} \) for \( C \in S \). As \( \beta_C \geq 2 \) if \( C \in C \) and \( \beta_C \geq 4 \) if \( C \in P \), we get
\[
\beta(\pi) = \sum_{C \in C} \beta_C x_C + \sum_{C \in P} \beta_C x_C \geq \sum_{C \in C} 2x_C + \sum_{C \in P} 4x_C
\]
which implies that
\[
\sum_{C \in P} x_C \leq \frac{\beta(\pi)}{4} - \frac{1}{2} \sum_{C \in C} x_C.
\]
Hence, for the solution of (5), (9) and (7), say \( \tilde{x} \),

\[
\tilde{c}_p = \sum_{c \in P} \tilde{x}_c \leq \frac{b(\pi)}{4} - \frac{1}{2} \sum_{c \in C} \tilde{x}_c = \frac{b(\pi)}{4} - \frac{\tilde{c}_C}{2}.
\]

Using (13) and the last inequality in (12), one gets

\[
\frac{b(\pi) - \tilde{c}(\pi)}{b(\pi) - c^*(\pi)} \geq \frac{b(\pi) - \tilde{c}_C - \frac{b(\pi)}{4} + \frac{\tilde{c}_C}{2}}{b(\pi) - \tilde{c}_C} \geq \frac{b(\pi) - \tilde{c}_C - \frac{b(\pi)}{4} + \frac{\tilde{c}_C}{4}}{b(\pi) - \tilde{c}_C} = \frac{3}{4}.
\]

To show that the \( \frac{3}{4} \) bound is (asymptotically) tight, consider the following family of breakpoint graphs (see Figure 7 for an illustration). Given a positive integer \( m \), graph \( G_m \) has \( 3m + 2 \) nodes; let the node set be \( \{ a_i, b_i, c_i : i = 1, \ldots, m \} \cup \{ x, y \} \). Graph \( G_m \) contains grey edges \( (x, a_1), (a_1, a_2), (a_2, a_3), \ldots, (a_{m-1}, a_m), (a_m, y) \), and black edge \( (x, y) \), which altogether form a “main” (chordless) cycle of length \( m + 2 \). Moreover, for \( i = 1, \ldots, m \), \( G_m \) contains black edges \( (a_i, b_i), (c_i, a_i) \) and grey edge \( (b_i, c_i) \), forming a triangle with a node in common with the main cycle. It is easy to verify that \( G_m \) is the breakpoint graph associated with permutation \( \pi = (3m \ 3m - 3 \ 3m - 6 \ \ldots \ 3i \ 3(i - 1) \ \ldots \ 6 \ 3 \ 1 \ 2 \ 4 \ 5 \ \ldots \ 3i - 2 \ 3i - 1 \ \ldots \ 3m - 2 \ 3m - 1) \); see Caprara (1999a) for a simple procedure to recognize breakpoint graphs and derive an associated permutation. Clearly \( G(\pi) \) contains only one alternating cycle, defined by all the edges, and therefore \( c(\pi) = c^*(\pi) = 1 \). On the other hand, consider the solution of LP (5), (9) and (7) where the variables corresponding to the following pseudo alternating cycles have value \( \frac{1}{2} \) (whereas the remaining variables have value 0):

- \( (a_i, b_i), (b_i, c_i), (c_i, a_i), (a_i, a_{i+1}), (a_{i+1}, b_{i+1}), (b_{i+1}, c_{i+1}), (c_{i+1}, a_{i+1}), (a_{i+1}, a_i) \), for \( i = 1, \ldots, m - 1 \);
- \( (a_1, b_1), (b_1, c_1), (c_1, a_1), (a_1, x), (x, y), (y, a_m), (a_m, b_m), (b_m, c_m), (c_m, a_m), (a_m, y), (y, x), (x, a_1) \).

It is immediate to verify that this solution is feasible for (5), (9) and (7). Furthermore, the value of this solution is \( \frac{m}{2} \), implying \( \tilde{c}(\pi) = \tilde{c}_p \geq \frac{m}{2} \) (it would be easy to show that
Finally, $b(\pi) = 2m + 1$. Hence,

\[
\frac{b(\pi) - \bar{c}(\pi)}{b(\pi) - c^*(\pi)} \leq \frac{2m + 1 - \frac{m}{2}}{2m} = \frac{3}{4} + \frac{1}{2m}
\]

that gets arbitrarily close to $\frac{3}{4}$ as $m$ gets to infinity.

As already mentioned, this theorem gives a partial theoretical explanation of empirical evidence, namely that the old and new LP relaxations give essentially the same lower bounds in practice. A much more satisfactory explanation might probably be obtained by considering the expected (absolute or relative) gap between the two bounds for a (uniformly) random permutation, along the same line as the results presented in Caprara (1999b). However, such a result is likely to require a very complex analysis.

4 Implementation Issues

In this section we illustrate the other main features of our B&P algorithm. Some of them represent points that were left open in the previous sections, such as the selection of the singleton to split for branching, whereas others are relevant improvements to the main scheme, such as the diving heuristic.

4.1 Branching choice and subproblem selection

The criterion for selecting the next subproblem to consider is best-first. Namely, each time we branch by generating two partially signed permutations $\tau_1, \tau_2$ from the current partially signed permutation $\tau$, we associate with $\tau_1$ and $\tau_2$ the LP lower bound computed for $\tau$. Then, among the partially signed permutations still to consider, we select the one for which the associated lower bound is smallest.

We already mentioned in Section 2 that we branch by splitting singletons. The choice of the singleton to split is based on the optimal solution $x^*$ of LP (5), (9) and (7). We say that a surrogate alternating cycle $C$ is removed by splitting a node if $C$ has no counterpart in the graph obtained after the splitting, that $C$ is kept otherwise. Let $i$ be a still unsplit singleton of $\pi$. First of all, letting $P_i$ denote the set of the pseudo alternating cycles containing exactly three edges incident with node $i$, note that all the cycles in $P_i$ will be removed by splitting $i$ in both ways. Let $a, b$ be the two grey edges incident with $i$ and $c, d$ the black edges incident with $i$, and consider the set of surrogate alternating cycles (excluding the cycles in $P_i$) that
contain edge $a$ and not edge $b$ (clearly, some of these cycles will be removed by splitting $i$). This set is partitioned into the set $C_c(i)$ of the cycles containing edge $c$ and the set $C_d(i)$ of cycles containing edge $d$. Splitting $i$ removes the cycles in $C_c(i)$ in one subproblem and the cycles in $C_d(i)$ in the other. Accordingly, if both $\sum_{C \in C_c(i) \cup P_i} x_C^*$ and $\sum_{C \in C_d(i) \cup P_i} x_C^*$ are “large”, we can hope for a lower bound increase for both subproblems, as we are fixing to 0 variables whose sum is “large”.

Based on the above considerations, we branch by splitting the singleton $i$ such that $\sum_{C \in C_c(i) \cup C_d(i) \cup P(i)} x_C^*$ is largest, breaking ties by in favor of the singleton $i$ for which the absolute value of the difference $\sum_{C \in C_c(i)} x_C^* - \sum_{C \in C_d(i)} x_C^*$ is smallest.

Note that, in principle, $x^*$ may be integer, of value $c(\tau)$, and we may have to branch as an SBR solution of value $b(\tau) - c(\tau)$ is not available (even if this typically does not happen in practice). In this case, we branch by splitting an arbitrary singleton.

4.2 Diving heuristic

In practice, finding a near-optimal solution of ACD (and SBR) seems to be a hard task, probably due to the very small number of these solutions. In our original implementation, at every node of the branch-decision tree we computed an ACD solution (and an associated SBR one) by signing the singletons in a greedy way based on the LP solution, as we describe in the next subsection. For large-size instances, when very few singletons are signed, the LP solution tends to be widely fractional, and the associated greedy solution is typically not very good. Therefore, for these instances, the following more time consuming diving heuristic is applied every $K$ nodes of the branch-decision tree, where $K$ is set to $n/4$ in our implementation.

We solve the LP relaxation, obtaining solution $x^*$, fix to 1 all variables $x_C$ with $x_C^* = 1$ as well as the fractional variable closest to 1 corresponding to an alternating cycle (i.e. not to a pseudo alternating cycle), solve again the LP, and so on, until an integer solution is found. Note that fixing a variable $x_C$ to 1 corresponds to splitting all the singletons visited by cycle $C$ so as to keep $C$. This diving heuristic yields near-optimal solutions in most cases, as shown in the next section.

4.3 Greedy heuristic

As mentioned in the previous subsection, we apply a fast greedy heuristic to each subproblem explored in the B&P algorithm. Given the optimal solution $x^*$ of LP (5), (9) and (7), we
consider the set $\mathcal{N} = \{C_1, \ldots, C_k\}$ of alternating cycles $C$ such that $x_C^* > 0$. As long as $\mathcal{N} \neq \emptyset$, we iteratively consider the cycle $C \in \mathcal{N}$ for which $x_C^*$ is maximum, split the singletons visited by $C$ so as to keep $C$, and remove from $\mathcal{N}$ cycle $C$ and all the cycles having some edges in common with $C$. If some singletons are still unsplit at the end of this procedure, we split them in an arbitrary way (typically this does not happen). This approach yields good ACD solutions when the number of unsplit singletons for the subproblem is not very large (say not larger than 100). This ACD solution is improved by considering each singleton, in turn, and testing if flipping only the sign assigned to this singleton yields a better solution, until no flipping yields an improvement (i.e. we have a local optimum). In order to get a heuristic SBR solution from an ACD one, we simply solve to optimality the PSSBR instance obtained by splitting.

We note that the variant of the above procedure in which the cycle $C \in \mathcal{N}$ with highest $x_C^*$ is kept with probability $x_C^*$, and simply removed from $\mathcal{N}$ otherwise, systematically yields worse results.

### 4.4 Greedy column generation

Although much faster than the column generation approach based on general (nonbipartite) matching, the column generation approach of Section 3 remains one of the bottlenecks of the B&P algorithm, together with the solution of LPs. In order to avoid solving an AP at every iteration of the column generation process, we apply the following greedy heuristic to hopefully find dicycles of weight $< 1$ in $D(\pi)$.

We apply breadth-first search in $D(\pi) = (V, A)$ starting from a node $i$ corresponding to a singleton of $\pi$ and defining $S_0 := \{i\}$. We consider the set of nodes $S_1 = \{j \in V : (i, j) \in A\}$ and assign to each node $j \in S_1$ the label $\ell_j := w_{(i,j)}$, where $w_a$ denotes the weight of arc $a \in A$. If $(j, i) \in A$ for some $j \in S_1$ and $\ell_j + w_{(j,i)} < 1$, we add the surrogate alternating cycle corresponding to dicycle $(i, j), (j, i)$ to our list $\mathcal{F}$ of surrogate alternating cycles of weight $< 1$. Then, we consider the set of nodes $S_2 := \{j \in V : (k, j) \in A \text{ for some } k \in S_1\} \setminus (S_0 \cup S_1)$, and assign to each node $j \in S_2$ the label $\ell_j := \ell_{k(j)} + w_{(k(j),j)}$, where $k(j)$ is an (arbitrarily chosen) node in $S_1$ such that $(k(j), j) \in A$. If $(j, i) \in A$ for some $j \in S_2$ and $\ell_j + w_{(j,i)} < 1$, we add to $\mathcal{F}$ the surrogate alternating cycle corresponding to dicycle $(i, k(j)), (k(j), j), (j, i)$ to $\mathcal{F}$. The procedure is iterated defining sets $S_3, S_4, \ldots$, until all nodes have been labeled.

The procedure above is applied starting with each singleton, checking if a cycle is already contained in $\mathcal{F}$ before adding it to $\mathcal{F}$, and terminating if the number of cycles in $\mathcal{F}$ is equal to
a parameter $W$, set to $b(\pi)$ in our implementation, so as to avoid adding too many variables to the current LP.

4.5 Dynamic pricing out of variables in the LP

As anticipated in the previous subsection, besides column generation the bottleneck of the B&P algorithm is the solution of LPs by the LP solver. As it is often the case within column generation schemes, many of the variables that are generated turn out at some point to have value 0 in the LP, and keep this value until optimality is reached. As the LP solution time is affected by the number of variables even if these keep the value 0, and the number of variables generated throughout the procedure may be quite large, it would be convenient to remove these “useless” variables as soon as possible. Classical schemes (Barnhart et al. 1998) tend to remove LP variables whose reduced cost is above a certain threshold. This approach does not work in our case, as the high dual degeneracy has the effect that all the nonbasic variables have typically a very negative reduced cost, and hence for any reasonable threshold the effect would be to remove all the nonbasic variables. Instead, we simply keep in the LP the $R \times b(\pi)$ variables with largest reduced cost ($R = 2$ in our implementation), as well as all the variables with reduced cost $> C$ ($C = -0.01$ in our implementation), and remove the remaining variables.

5 Experimental Results

In this section we present the experimental results that we carried out to testify the effectiveness of our algorithm. We tested both real-world and randomly generated instances from the literature.

The section is organized as follows. We first illustrate the improvements obtained, respectively, by using LP relaxation (5), (9) and (7) in place of (1), (2) and (4), and by some of the algorithm enhancements described in Section 4. Then, we illustrate the results obtained by our algorithm on randomly generated instances, namely random permutations and permutations obtained by applying random reversals to the identity permutation. By random permutation we mean a permutation chosen with uniform probability among the $n!$ permutations with $n$ elements. Analogously, by random reversal we mean a reversal chosen with uniform probability. Finally, we report the optimal solution of real-world instances of the problem.
Our algorithm was coded in C and run on a Digital Ultimate Workstation 500 MHz, which is approximately 2-3 times faster than a PC Pentium 350 MHz. All times reported in this section are expressed in CPU seconds on this machine. The LP solver used is CPLEX 6.0. The solution of the Assignment Problems in the column generation phase was carried out using a C implementation of the Hungarian method (see e.g. Gerards 1995) along the same lines as the FORTRAN one by Carpaneto, Martello and Toth (1988), adapted so as to take care of the sparsity of the cost matrix. The min-cost perfect matching code used for the solution of LP (1), (2) and (4) is by Cook and Rohe (1999), which appears to be the fastest code publicly available (see Caprara et al. 1999b for the results obtained by using other codes previously available).

5.1 Improvements with the new LP relaxation

Table 1 reports the results obtained by solving instances associated with random permutations with our algorithm and with a variant that uses LP relaxation (1), (2) and (4), solving min-cost (nonbipartite) perfect matching problems in the column generation phase as illustrated in Caprara et al. (1999a).

We solved instances up to size 200. For each value of $n$, we report average values over 10 instances. For the variant (column old LP) we report the number of instances solved to proven optimality within a time limit of 1 hour (\# solved), the solution time (time), the time spent in the solution of matching problems for column generation (match time), the average number of nodes considered in the branch-decision tree (\# nodes) and the time spent in the root node (root time), mainly for the solution of the LP relaxation. For our algorithm (column new LP) we give the same information, in particular column AP time reports the time spent in the solution of assignment problems for column generation. Finally, we report the average ratios between the old and new LP relaxation values, before rounding up these values. (After rounding up, the lower bound values provided by these two LP relaxations turned out to be always the same for all the 80 instances tried.) Finally, we give in column speed-up the speed-up factor achieved by using the new LP relaxation instead of the old one for the solution of the LP at the root node.

Table 1 shows the clear improvement in running time (almost two orders of magnitude for $n > 100$) achieved by using the new LP relaxation, whose lower bound value is essentially the same as that of the old LP relaxation, showing that the worst-case ratio of 0.75 is very pessimistic.
In Table 2 we illustrate the improvements obtained by some of the enhancements described in Section 4. In particular, we compare the complete version of our algorithm, whose running time is reported in column \textit{compl}, with versions in which, respectively, the diving heuristic was deactivated (column \textit{no DH}), the greedy column generation procedure was deactivated (\textit{no GCG}), and the dynamic pricing out of the variables was deactivated (\textit{no DPO}). We solved instances associated with random permutations with up to 200 elements imposing a time limit of 1 hour. For each version, we report the number of instances solved out of 10 within the time limit (\textit{# solved}), the running time (\textit{time}) and the speed-up factor achieved by the complete version with respect to the version in which the enhancement was deactivated (\textit{speed-up}).

The table shows that the diving heuristic starts to be very effective when \( n \) gets larger than 100, whereas the greedy column generation and the dynamic pricing out of variables

### Table 1: Results with the old and new LP relaxations. Average values over 10 instances.

<table>
<thead>
<tr>
<th>( n )</th>
<th># sol time (match time)</th>
<th># nodes</th>
<th>root time</th>
<th>new LP</th>
<th>( \frac{b(\pi) - c(\pi)}{b(\pi) - \tilde{c}(\pi)} ) speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.07 (0.06)</td>
<td>1.0</td>
<td>0.07</td>
<td>1.1</td>
<td>0.01</td>
</tr>
<tr>
<td>50</td>
<td>0.65 (0.58)</td>
<td>1.0</td>
<td>0.51</td>
<td>1.0</td>
<td>0.04</td>
</tr>
<tr>
<td>75</td>
<td>9.73 (9.12)</td>
<td>3.7</td>
<td>5.33</td>
<td>2.8</td>
<td>0.25</td>
</tr>
<tr>
<td>100</td>
<td>48.35 (46.38)</td>
<td>5.3</td>
<td>20.92</td>
<td>13.9</td>
<td>0.55</td>
</tr>
<tr>
<td>125</td>
<td>325.96 (316.79)</td>
<td>19.3</td>
<td>77.22</td>
<td>9.1</td>
<td>1.26</td>
</tr>
<tr>
<td>150</td>
<td>914.00 (893.08)</td>
<td>26.4</td>
<td>143.30</td>
<td>32.8</td>
<td>2.23</td>
</tr>
<tr>
<td>175</td>
<td>3008.81 (2946.75)</td>
<td>54.6</td>
<td>246.79</td>
<td>506.7</td>
<td>3.33</td>
</tr>
<tr>
<td>200</td>
<td>3383.77 (3319.15)</td>
<td>36.9</td>
<td>397.02</td>
<td>826.0</td>
<td>5.18</td>
</tr>
</tbody>
</table>

### Table 2: Illustration of the algorithm enhancements. Average values over 10 instances.

<table>
<thead>
<tr>
<th>( n )</th>
<th># solved</th>
<th>time</th>
<th>no DH</th>
<th># solved</th>
<th>time</th>
<th>speed-up</th>
<th>no GCG</th>
<th># solved</th>
<th>time</th>
<th>speed-up</th>
<th>no DPO</th>
<th># solved</th>
<th>time</th>
<th>speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>10</td>
<td>0.01</td>
<td></td>
<td>10</td>
<td>0.01</td>
<td>1.75</td>
<td></td>
<td>10</td>
<td>0.01</td>
<td>2.00</td>
<td></td>
<td>10</td>
<td>0.02</td>
<td>2.25</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>0.07</td>
<td></td>
<td>10</td>
<td>0.07</td>
<td>1.08</td>
<td></td>
<td>10</td>
<td>0.24</td>
<td>3.69</td>
<td></td>
<td>10</td>
<td>0.24</td>
<td>3.72</td>
</tr>
<tr>
<td>75</td>
<td>10</td>
<td>0.52</td>
<td></td>
<td>10</td>
<td>0.42</td>
<td>0.80</td>
<td></td>
<td>10</td>
<td>2.07</td>
<td>3.95</td>
<td></td>
<td>10</td>
<td>2.02</td>
<td>3.86</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>2.78</td>
<td></td>
<td>10</td>
<td>2.18</td>
<td>0.78</td>
<td></td>
<td>10</td>
<td>4.76</td>
<td>1.71</td>
<td></td>
<td>10</td>
<td>4.84</td>
<td>1.74</td>
</tr>
<tr>
<td>125</td>
<td>10</td>
<td>4.83</td>
<td></td>
<td>10</td>
<td>10.63</td>
<td>2.20</td>
<td></td>
<td>10</td>
<td>23.05</td>
<td>4.78</td>
<td></td>
<td>10</td>
<td>22.80</td>
<td>4.72</td>
</tr>
<tr>
<td>150</td>
<td>10</td>
<td>22.50</td>
<td></td>
<td>10</td>
<td>52.39</td>
<td>2.33</td>
<td></td>
<td>10</td>
<td>35.85</td>
<td>1.59</td>
<td></td>
<td>10</td>
<td>35.53</td>
<td>1.58</td>
</tr>
<tr>
<td>175</td>
<td>10</td>
<td>400.93</td>
<td></td>
<td>9</td>
<td>613.16</td>
<td>1.53</td>
<td></td>
<td>10</td>
<td>338.12</td>
<td>0.84</td>
<td></td>
<td>10</td>
<td>338.27</td>
<td>0.84</td>
</tr>
<tr>
<td>200</td>
<td>9</td>
<td>956.55</td>
<td></td>
<td>5</td>
<td>2170.72</td>
<td>2.27</td>
<td></td>
<td>9</td>
<td>1166.78</td>
<td>1.22</td>
<td></td>
<td>9</td>
<td>1161.52</td>
<td>1.21</td>
</tr>
</tbody>
</table>

5.2 Improvements with the algorithm enhancements

In Table 2 we illustrate the improvements obtained by some of the enhancements described in Section 4. In particular, we compare the complete version of our algorithm, whose running time is reported in column \textit{compl}, with versions in which, respectively, the diving heuristic was deactivated (column \textit{no DH}), the greedy column generation procedure was deactivated (\textit{no GCG}), and the dynamic pricing out of the variables was deactivated (\textit{no DPO}). We solved instances associated with random permutations with up to 200 elements imposing a time limit of 1 hour. For each version, we report the number of instances solved out of 10 within the time limit (\textit{# solved}), the running time (\textit{time}) and the speed-up factor achieved by the complete version with respect to the version in which the enhancement was deactivated (\textit{speed-up}).
are mainly helpful for \( n \) smaller than 150.

We conclude this subsection with an illustration of the convergence of the column generation procedure to solve the LP relaxation at the root node. Figure 8 reports the increase in the optimal solution value of LP (5), (9) and (7) versus the time spent for the solution of LPs within the procedure (i.e. the overall time for the CPLEX calls). Each point corresponds to a different iteration (i.e. to the LP value after the addition of new columns). We considered a very large random permutation, with \( n = 1000 \). After a few iterations in which the LP value sticks to the original heuristic value — the LP is initialized with the variables corresponding to a greedy ACD solution — the value suddenly jumps to a value not too far from the optimum and then keeps on increasing regularly until the end. Hence, apart from the beginning (but the time spent in the “initial phase” is less than 20% of the overall time) we are not facing the degeneracy problems typical of LPs analogous to ours.

![Figure 8: Increase in the LP value within the column generation procedure.](image)

5.3 Results for randomly generated instances

Table 3 reports results of our B&P algorithm for random permutations with \( n \) up to 200. For each value of \( n \) we ran our algorithm on 10 instances, and we report the average (maximum) number of singletons in the permutation (column \# singl), the average (maximum) number of reversals in the optimal (or best found) solution (\# rev), the average (maximum) running time (time), the average (maximum) time spent at the root node (root time), the average
Table 3: Exact solution of random permutations. Average (maximum) values over 10 instances.

<table>
<thead>
<tr>
<th>n</th>
<th>singl</th>
<th>rev</th>
<th>sol</th>
<th>time</th>
<th>root time</th>
<th>LP time</th>
<th>AP time</th>
<th># nodes</th>
<th>root gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>19.5</td>
<td>23</td>
<td>16.2</td>
<td>10.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>1.1</td>
<td>0.0%</td>
</tr>
<tr>
<td>50</td>
<td>42.1</td>
<td>48</td>
<td>35.0</td>
<td>3.07</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>1.0</td>
<td>0.0%</td>
</tr>
<tr>
<td>75</td>
<td>70.6</td>
<td>75</td>
<td>56.1</td>
<td>2.52</td>
<td>0.25</td>
<td>0.26</td>
<td>0.15</td>
<td>2.8</td>
<td>0.2%</td>
</tr>
<tr>
<td>100</td>
<td>95.1</td>
<td>100</td>
<td>76.1</td>
<td>2.78</td>
<td>0.55</td>
<td>1.17</td>
<td>0.95</td>
<td>3.9</td>
<td>0.3%</td>
</tr>
<tr>
<td>125</td>
<td>120.8</td>
<td>125</td>
<td>96.6</td>
<td>4.83</td>
<td>1.26</td>
<td>1.96</td>
<td>1.77</td>
<td>9.1</td>
<td>0.1%</td>
</tr>
<tr>
<td>150</td>
<td>144.1</td>
<td>148</td>
<td>116.6</td>
<td>22.50</td>
<td>2.23</td>
<td>8.89</td>
<td>9.53</td>
<td>32.8</td>
<td>0.7%</td>
</tr>
<tr>
<td>175</td>
<td>171.0</td>
<td>173</td>
<td>138.6</td>
<td>400.93</td>
<td>3.33</td>
<td>142.82</td>
<td>195.24</td>
<td>506.7</td>
<td>0.6%</td>
</tr>
<tr>
<td>200</td>
<td>196.8</td>
<td>200</td>
<td>159.1</td>
<td>956.55</td>
<td>5.18</td>
<td>332.96</td>
<td>479.55</td>
<td>826.0</td>
<td>0.6%</td>
</tr>
</tbody>
</table>

These results show a considerable improvement with respect to the previous algorithms by Kececiouglu and Sankoff (1995) and by Caprara et al. (1999a), that could solve instances with $n$ up to 40 and up to 100, respectively. Instances with $n = 100$ are now solved within 2-3 seconds. Within a time limit of 1 hour, we can consistently solve to proven optimality instances with $n$ up to 200. We note that real-world instances typically have a smaller number of elements (see also the next subsection), and hence we expect our algorithm to be able to solve them to proven optimality within small computing time.

From Table 3, one can note that the average computing time over the 10 instances is quite different from the maximum computing time. This is a typical behavior of enumerative algorithms for hard problems, namely there may be a large difference in the time required to solve two instances of the same size generated in the same way.

We also tried to tackle larger instances by applying our diving heuristic algorithm. The results are given in Table 4, where the columns have the same meaning as in Table 3, with the exception of column final gap, that reports the average (maximum) percentage gap between the solution found and the LP lower bound.

Table 4 shows that even for instances with $n = 1000$ the heuristic consistently finds solutions within 2% of the optimum. The results in Section 3 prove that the heuristic has
Table 4: Heuristic solution of random permutations. Average (maximum) values over 10 instances.

<table>
<thead>
<tr>
<th>n</th>
<th># singl</th>
<th># rev</th>
<th>time</th>
<th>root time</th>
<th>LP time</th>
<th>AP time</th>
<th>final gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>95.1 (100)</td>
<td>76.5 (79)</td>
<td>1.10 (1.50)</td>
<td>0.55 (0.63)</td>
<td>0.47 (43.2%)</td>
<td>0.31 (28.6%)</td>
<td>0.47 (43.2%)</td>
</tr>
<tr>
<td>200</td>
<td>196.8 (200)</td>
<td>159.5 (160)</td>
<td>16.85 (19.42)</td>
<td>5.20 (7.15)</td>
<td>4.74 (28.1%)</td>
<td>7.21 (42.8%)</td>
<td>0.9% (1.9%)</td>
</tr>
<tr>
<td>300</td>
<td>295.6 (300)</td>
<td>245.3 (247)</td>
<td>88.52 (93.75)</td>
<td>17.99 (22.08)</td>
<td>20.28 (22.9%)</td>
<td>39.51 (44.6%)</td>
<td>1.6% (2.4%)</td>
</tr>
<tr>
<td>400</td>
<td>395.0 (400)</td>
<td>330.2 (333)</td>
<td>270.43 (287.80)</td>
<td>49.16 (53.37)</td>
<td>60.73 (22.5%)</td>
<td>123.18 (45.6%)</td>
<td>1.6% (2.1%)</td>
</tr>
<tr>
<td>500</td>
<td>496.0 (500)</td>
<td>417.5 (422)</td>
<td>649.30 (667.13)</td>
<td>109.72 (130.00)</td>
<td>143.32 (22.1%)</td>
<td>301.85 (46.5%)</td>
<td>1.9% (2.4%)</td>
</tr>
<tr>
<td>600</td>
<td>596.8 (600)</td>
<td>502.8 (505)</td>
<td>1304.63 (1367.80)</td>
<td>185.55 (218.48)</td>
<td>269.34 (20.6%)</td>
<td>610.05 (46.8%)</td>
<td>1.8% (2.2%)</td>
</tr>
<tr>
<td>700</td>
<td>696.0 (700)</td>
<td>590.1 (593)</td>
<td>2465.88 (2632.55)</td>
<td>365.48 (461.97)</td>
<td>528.60 (21.4%)</td>
<td>1137.33 (46.1%)</td>
<td>1.9% (2.2%)</td>
</tr>
<tr>
<td>800</td>
<td>796.8 (800)</td>
<td>678.0 (682)</td>
<td>4345.65 (4509.78)</td>
<td>617.87 (850.43)</td>
<td>930.59 (21.4%)</td>
<td>2000.19 (46.0%)</td>
<td>1.9% (2.2%)</td>
</tr>
<tr>
<td>900</td>
<td>894.8 (898)</td>
<td>764.1 (766)</td>
<td>7062.10 (7543.95)</td>
<td>911.46 (1217.90)</td>
<td>1481.19 (21.0%)</td>
<td>3223.11 (45.6%)</td>
<td>1.9% (2.2%)</td>
</tr>
<tr>
<td>1000</td>
<td>994.4 (998)</td>
<td>851.5 (856)</td>
<td>10746.59 (11775.48)</td>
<td>1453.78 (2313.35)</td>
<td>2334.56 (21.7%)</td>
<td>4927.98 (45.9%)</td>
<td>1.9% (2.2%)</td>
</tr>
</tbody>
</table>

polynomial time complexity. Moreover, the table indicates that the actual running time is stable for different instances (i.e. the maximum and the average values are quite close to each other). Empirically, we have estimated the running time in $\Theta(n^4)$. In Figure 9 we compare the graph of the function $\alpha n^4$ and the plot of the actual average running times. Surprisingly, one can see that the two graphs are extremely close to each other. Note that the time spent for the first LP relaxation, given in column root time, is not as stable as the overall time for the heuristic.

Looking at Tables 3 and 4, one may note that the percentage LP time decreases with $n$ while the percentage AP time increases with $n$. Overall, the sum of the two percentages seems to be asymptotically roughly equal to 85% for the exact algorithm and 67% for the heuristic.

We also solved instances obtained by using a generator by John Kececioglu that was made available at the time of the DIMACS Challenge. This generator starts from the identity permutation and applies random reversals to it.

We generated our instances by applying $kn$ random reversals with $k = 1/8, 1/4, 1/2, 1, 2, 4, 8$. In Table 5 we report the results of our exact algorithm for $n$ up to 200. In particular, for each value of $n$, the table gives the average solution value, the number of instances solved to optimality (within 1 hour) and the average computing time out of 10 instances.

The table shows that the permutations obtained from the generator are essentially random permutations for $k \geq 2$. For smaller $k$, the average reversal distance is smaller than for random permutations and the associated instances can be solved extremely fast. In particular, instances with $n = 200$ are solved within 1 minute for $k = 1$ and within 1 second for
Figure 9: Average running time of diving heuristic versus function $\alpha n^4$ with $\alpha = 1.1 \times 10^{-8}$.

Table 5: Exact solution of permutations obtained by applying a sequence of random reversals to the identity. Average values over 10 instances.

Table 6: Results for real-world instances

We tested our algorithm on the largest real-world instances that we could find, which are obtained by comparing the genomes of men and mouse, and were kindly provided to us by Sridhar Hannenhalli (1997). The input is a partially signed permutation, meaning that the orientation of only some of the genes (namely, 47 out of 138) is known. From this input we derived two instances, the first by ignoring the signs of the elements and the second by considering the actual partially signed permutation. Table 6 illustrates the results of our algorithm on the two instances. The columns given in the table have the same meaning as the columns in Table 3. In particular, the minimum number of reversals is 106 if signs are
ignored and 118 if they are taken into account. To our knowledge, our algorithm is the first one capable of finding a provably optimal solution for these two instances.

Moreover, we obtained from Mathieu Blanchette (1999) a number of smaller size permutations associated with mitochondrial genomes. The size of these permutations is much smaller than the man-mouse one above, namely each permutation has 37 elements. We used our code to compute the distances between each pair of permutations, reported in Table 7, where we also report the scientific name of each species associated with the 20 genomes. The overall time for computing the whole table was 4.5 seconds, i.e., an average of about 0.025 seconds per genome pair. This shows that, the reversal distance for permutations of this size can be computed very fast, and therefore one may afford computing several times this distance within algorithms that try to reconstruct evolutionary trees (see e.g. Sankoff et al. 1996). Note that the table contains a few entries equal to 0, corresponding to pairs of species with the same arrangement of genes along the mitochondrial DNA.
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|   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  | 19  | 20  |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1 | 0   | 27  | 17  | 18  | 26  | 19  | 8   | 27  | 0   | 0   | 3   | 16  | 19  | 23  | 23  | 27  | 0   | 0   | 17  | 2   |
| 2 | 27  | 0   | 26  | 26  | 26  | 25  | 6   | 27  | 27  | 27  | 27  | 26  | 25  | 26  | 26  | 27  | 27  | 26  | 27  | 26  |
| 3 | 17  | 26  | 0   | 25  | 25  | 4   | 18  | 25  | 17  | 17  | 18  | 24  | 7   | 26  | 24  | 28  | 17  | 17  | 0   | 18  |
| 4 | 18  | 26  | 25  | 0   | 27  | 26  | 17  | 24  | 18  | 18  | 19  | 4   | 25  | 16  | 20  | 26  | 18  | 18  | 15  | 17  |
| 5 | 26  | 26  | 25  | 27  | 0   | 25  | 27  | 27  | 26  | 26  | 26  | 28  | 26  | 27  | 26  | 18  | 26  | 26  | 25  | 26  |
| 6 | 19  | 26  | 4   | 26  | 25  | 0   | 21  | 26  | 19  | 19  | 20  | 26  | 27  | 25  | 27  | 19  | 19  | 19  | 4   | 20  |
| 7 | 8   | 25  | 17  | 21  | 0   | 25  | 8   | 8   | 18  | 19  | 21  | 23  | 27  | 8   | 8   | 18  | 7   |
| 8 | 27  | 6   | 25  | 24  | 27  | 26  | 25  | 0   | 27  | 27  | 26  | 25  | 27  | 23  | 25  | 28  | 27  | 27  | 25  | 27  |
| 9 | 0   | 27  | 17  | 21  | 18  | 26  | 19  | 8   | 27  | 0   | 0   | 3   | 16  | 19  | 23  | 23  | 27  | 0   | 0   | 17  | 2   |
| 10| 0   | 27  | 17  | 18  | 26  | 19  | 8   | 27  | 0   | 0   | 3   | 16  | 19  | 23  | 23  | 27  | 0   | 0   | 17  | 2   |
| 11| 3   | 27  | 18  | 19  | 26  | 20  | 8   | 26  | 3   | 3   | 0   | 17  | 20  | 23  | 22  | 27  | 3   | 3   | 18  | 5   |
| 12| 16  | 27  | 24  | 4   | 28  | 26  | 18  | 25  | 16  | 16  | 17  | 0   | 24  | 16  | 21  | 26  | 16  | 16  | 16  | 24  |
| 13| 19  | 26  | 7   | 25  | 26  | 7   | 19  | 27  | 19  | 19  | 20  | 24  | 0   | 27  | 26  | 28  | 19  | 19  | 7   | 20  |
| 14| 23  | 25  | 26  | 16  | 27  | 25  | 21  | 23  | 23  | 23  | 23  | 16  | 27  | 0   | 17  | 25  | 23  | 23  | 26  | 23  |
| 15| 23  | 26  | 24  | 20  | 26  | 24  | 23  | 23  | 23  | 23  | 22  | 21  | 26  | 17  | 0   | 27  | 23  | 23  | 24  | 23  |
| 16| 27  | 26  | 28  | 26  | 25  | 18  | 27  | 27  | 28  | 27  | 27  | 26  | 28  | 25  | 27  | 0   | 27  | 27  | 28  | 27  |
| 17| 0   | 27  | 17  | 18  | 26  | 19  | 8   | 27  | 0   | 0   | 3   | 16  | 19  | 23  | 23  | 27  | 0   | 0   | 17  | 2   |
| 18| 0   | 27  | 17  | 18  | 26  | 19  | 8   | 27  | 0   | 0   | 3   | 16  | 19  | 23  | 23  | 27  | 0   | 0   | 17  | 2   |
| 19| 17  | 26  | 0   | 25  | 25  | 4   | 18  | 23  | 17  | 18  | 14  | 24  | 7   | 26  | 24  | 28  | 17  | 17  | 0   | 18  |
| 20| 2   | 27  | 18  | 17  | 26  | 20  | 7   | 27  | 27  | 2   | 2   | 5   | 16  | 20  | 23  | 23  | 27  | 2   | 2   | 18  | 0   |

Table 7: Reversal distances between mitochondrial genomes.

1 Homo Sapiens
2 Albinaria Coerulea
3 Arbacia Lixula
4 Artemia Franciscana
5 Ascaris Suum
6 Asterina Pectinifera
7 Balanoglossus Carnosus
9 Cepaea Nemoralis
10 Cyprinus Carpio
11 Didelphis Virginiana
12 Drosophila Yakuba
13 Florometra Serratissima
14 Katharina Tunicata
15 Lumbricus Terrestris
16 Onchocerca Volvulus
17 Polypterus Ornatipinnis
18 Protopterus Dolloi
19 Strongylocentrotus Purpuratus
20 Struthio Camelus
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