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Abstract

We show how to use intersection types for building models of a A-calculus enriched with
recursive terms, whose intended meaning is of minimal fixed points. As a by-product we
prove an interesting consistency result.

1. Introduction

Intersection types were introduced in the late 70’s by Coppo and Dezani [5,6,3],
to overcome the limitations of Curry’s type discipline. They are a very expressive
type language which allows to describe and capture various properties of A-terms.
For instance, they have been used in Pottinger [19] to give the first type theoretic
characterisation of strongly normalizable terms and in Coppo et al. [7] to capture
persistently normalising terms and normalising terms. See Dezani et al. [8] for a
more complete account of this line of research.

In this paper we are concerned with the Arec-calculus, obtained from the stan-
dard A-calculus by adding rec-abstraction, according to the syntax:

tu=x|tt| Azt |recx.t
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We denote by Arec this set of terms.
The reduction rule for rec-abstraction is

(red-rec) recx.t — tr := recz.t]
This rule substantiates the intuition of rec x.t as a fixed-point of \x.t:
recz.t = (Ax.t)(recx.t) — t{x := recz.t]

In a sense our rec operator can be seen as an untyped version of the recursion
operator in Plotkin PCF [18] and of the fixed point operator in ML language [15].

In this paper we show that intersection types are expressive enough for building
models of Arec-calculus in which rec is interpreted as the least fixed point operator.
Provided that we work with suitable intersection types structures which satisfies the
Generation Theorem (we will use the Easy ones), we just have to add to the standard
Type Assignment System the natural rule induced by the interpretation of rec z.t as
minimal fixed point of Az.t in order to obtain models for the Arec-calculus. This
typing rule is:

e:AFVt: B 'FVrecxt: A
'FVvrecxt: B

(rec)

The justification comes from our aim of building models in which the interpretation
of terms is the set of types which can be assigned to them. Therefore in agreement
with rule (red-rec) we need to derive the same types for rec 2.t and t[x := recz.t].

A typing derivation for I' FV t[z := recz.t] : B in general will contain sub-
derivations whose conclusions are I' -V recx.t : A;, for some i€/ since recx.t
is a subterm of t[z := recx.t|. We can easily transform such a derivation in a

derivationof I',z : AFV t : B where A = ()
Definition 2.6) we get [' -V recz.t : A.

A natural question is why we did not simply interpret rec as a fixed point com-
binator: we will discuss this in the conclusion since it requires some notational
conventions introduced in the paper.

Coppo in [4] proved that the set of A-terms typable in the intersection type
assignment systems properly contains the set of A-terms typable using the ML let
rule [15], with respect to the standard mapping associating “let x = N in M” to
“(Ax.M)N”. This containment does not hold any more if we map the fixed point
operator of ML Fix to our recursive operator rec. In fact the ML typing rule for Fix:

Mx:AFt: A
I'FFixzt: A

.1 Ai- Moreover by rule (NI) (see

(Fix)

allows to derive - Fixz.x : A for all types A, while our rule (rec) allows to ob-
tain for rec z.z just types equivalent to the universal type (2. This agrees with the
requirement that the interpretation of rec x.z is the bottom element. Notice that
Mycroft letrec typing rule [16], [9] is even more permissive than rule (Fix) and
then it increases the sets of types derivable for recursive terms.
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Comparing the rules (rec) and (Fix), one can observe that rule (rec) does not re-
quire that = and t are typed with the same type, but it has the demanding condition
that the type of x must be derivable for the whole recursive term rec z.t. This im-
plies that each type derivation for a recursive term has to start always by assigning
the universal type €2 to it.

As a by-product of our construction we can prove an interesting consistency
result concerning simple easy terms. Roughly speaking, a simple easy term is a
term to which one can assign an arbitrary intersection type by suitably extending (in
a conservative way) the preorder on types. The key property is that in the extended
type preorder the term does not receive “too many” types. Notably, simple easiness
implies easiness: we recall that, according to Jacopini [12], a closed term M is easy
if, for any other closed term N, the theory A3 + {M = N} is consistent. We show
that given any simple easy term e, we can add to the calculus the countable amount
of equations

(%e) VtEArec. e(Ax.t) =recx.t

and the resulting theory Arec + () is still consistent. The proof uses the technique
of [1], which allows to build filter models which equate the interpretation of simple
easy terms to suitable domain operators.

This consistency result, proved by semantic tools, contrasts the mainstream of
consistency proofs in A-calculi, which is based on the use of syntactic tools (see
Kuper [13] and the references there). As to application of semantic tools, we can
mention the references of Alessi et al. [1].

2. Intersection Type Assignment Systems

Intersection types are syntactic objects built inductively by closing a given set C
of type atoms (ground types) plus the universal type €2 under the function type
constructor — and the intersection type constructor M.

2.1. DeriniTION. [Intersection type language] Let (C be a countable set of ground
types. The intersection type language over C, denoted by T = T (), is defined
by the following abstract syntax:

T=Q|C|T-T|TNT.

Notation Upper case Roman lettersi.e. A, B, .. ., will denote arbitrary types. Greek
letters «, 3, ... will denote constants in (C. When writing intersection types we
shall use the following conventions:

« the constructor N takes precedence over the constructor —;

« the constructor — associates to the right;

* (Ve Aiwithl = {1,...,n}andn > lisshort for ((... (A1 N Ay)...)NAy,);
o (Niey Ai with I = () is Q.

Much of the expressive power of intersection type disciplines comes from the fact
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that types can be endowed with a preorder relation < which satisfies the axioms
and rules v/ of Figure 1, so inducing the structure of a meet semi-lattice with respect
to N, the top element being 2. We recall here the notion of easy intersection type
theory as first introduced in Alessi and Lusin [2].

2.2. DeriniTION. [Easy intersection type theories] Let T = T ((C) be an intersec-
tion type language. The easy intersection type theory (errt for short) (@, 7) over
T is the set of all judgements A < B derivable from 17, where 1/ is a collection
of axioms and rules such that (we write A ~ Bfor A < B & B < Aand 57~ for

VANVE
(i) <7 contains the set 1/ of axioms and rules shown in Figure I;

(i) 7~ contains only axioms of the following two shapes:

a<ao,
Q ~ ﬂheH(S‘?h — Ey),

where o, '€ C, p,e C U {Q}, and E,€T,;

(iii) foreach ac( there is exactly one axiom in 57~ of the shape o ~ (", . ;; (¢, —
Eh);

(iv) let 7~ contain o ~ (), (¢n — Ep) and o' ~ (o (¢}, — E'%). Then 7~
contains also « < ¢ if and only if for each k€ K, there exists h,€ H such that
¢y, < pp, and B, < E'j are bothin /.

2.3. Exampre. Taking € = {w} and 7~ = {w < w — w} we obtain an Errr.
Honsell and Ronchi [11] show that this errt induces a filter A-model (according to
the construction given in Section 3) isomorphic to Park A-model [17].

Notice that:
(a) since 2 ~ ) — QeX(T, ) by (2) and (£2-n), it follows that all atoms in C
are equivalent to suitable (intersections of) arrow types;

A<B B<C
(refl) A< A (trans) i<C
A<A B<PB
< < : <
(mon) ANB<AnB (idem) A< ANA
(inclp) ANB < A (inclg) ANB < B
A<A BB
(—N) A—-BNA—-C)<A—-BnNnC (n Ao B<A B
Q) A<Q (Qn) 2<Q2—-Q

Fig. 1. The axioms and rules of v/.
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(b) N (modulo ~) is associative and commutative;

(c) in the last clause of the above definition E; and Ej, must be constant types
for each k€ K (but we do not denote them with Greek letters since this is a conse-
quence, not an hypothesis).

Notation When we consider an errr X(C, v7), we will write €V for €, TV for
T(C) and XV for (T, 7). Moreover A <, B will be short for (A < B)eXV
and A~y B for A < B < A. We will consider syntactic equivalence “=" of
types up to associativity and commutativity of N.

A nice feature of errTs is that the order between intersections of arrows agrees
with the order between joins of step functions. This property, which implies the
representability of all continuous functions in the induced filter A-models (see Sec-
tion 3) and which is fully explained in Section 2 of [8], relies on the next theorem.
For a proof see [1].

2.4. Turorem. Forall I, and A;, B;,C, DeTV,

((Ai—B:) <y C—Difandonlyif (| B; <y D where J = {i€] | C' < A;}.
icl ieJ

Notice that in the statement of Theorem 2.4 the set J may be empty, and in this
case we get (2~ D.

Before giving the crucial notion of intersection-type assignment system, we in-
troduce bases and some related definitions.

2.5. DeFINITION. [Basis] A sy/-basis is a (possibly infinite) set of statements of the
shape x: A, where Ac TV, with all variables distinct.

We will use the following notation:

(i) z€l is short for (x : A)€l for some A.
(i) If T"is a 7-basis and A€TY thenT', z: A is short for TU{z: A} whenz ¢ T.
(iii) Let I" and [ be \/-bases. The v/-basis I' & I is defined in Figure 2.

2.6. DerFiNiTION. [Type assignment systems] The intersection type assignment sys-
tem relative to the errT XV, notation ANV, is a formal system for deriving judge-
ments of the form I' -V t : A, where the subject t is an untyped A-term, the
predicate A is in TV, and T is a s/-basis. Its axioms and rules are given in Fig-
ure 3.

2.7. ExampLe. The term Az.recy.zy can be easily typed in all ANV, as shown in
Figure 4.

Frwl”"={x: ANB|z: Acl’ and z: Bel"}
U{z:A|z: AcT andz ¢ I}
U{z: B|x: Bel"and x ¢ T'}.

Fig. 2. Union of bases.
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:A)el
(Ax) % (Ax-Q) T F7 ¢ : Q)
Ie:AFVt: B 'Vt:A—=BTF/u:A
(—I) : (—E) :
'V A\zt: A—B '-Vtu:B
(mI)TI—Vt:AFI—Vt:B (<)T|—Vt:AA§vB
PV t:ANB -V Y t:B
(rec) Nx:AFVt:B I'FVrecat: A
'FVvrecxt: B

Fig. 3. The axioms and rules of A\NV.

z:Q=Ay: QFVz:Q—A z:Q—Ay: QFV y:Q

(—E)
z:Q—Ay: QFVaoy: A z:Q—AFY recy.xy : Q

(1)
x:Q—AFVrecy.ay: A

(=1)
FY Az.recy.zy : (Q—A)—A

Fig. 4. Derivation of FV Az.recy.xy : (Q—A)—A.

Notice that due to the presence of axiom (Ax-()), one can type terms without
assuming types for all their free variables.

As usual we consider M\-terms modulo a-conversion. Notice that the intersec-
tion elimination rules

'kYt:ANB 'kYt:ANB

E
(NE) I'kvt: A 'kvt:B

are derivable* in any \NV.
Moreover, the following rules are admissible:

e:AFt:B A<y A

<
(Sv L) Ie:AFt:B
(W)Fl—t:BxQ_fF <>F,x:A|—t:Bx§éFV(t)
z:AFt: B I'Ht:B

Before giving the Generation Theorem, which essentially will enable us to “re-
verse” the rules of the type assignment system, we have to take some care about
recursive terms, since in deriving types for them with rule (rec), we have premises
that contains the terms themselves. So, in doing proofs by induction on derivations,
we need to take into account how many times we applied rule (rec).

2.8. DeriNiTION. Given a derivation D of the judgment I' FV recz.t : A, v(D) is
the number of applications of rule (rec) in D which have rec z.t as subject of the

4 Recall that a rule is derivable in a system if, for each instance of the rule, there is a deduction in
the system of its conclusion from its premises. A rule is admissible in a system if, for each instance
of the rule, if its premises are derivable in the system then so is its conclusion.
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conclusion.

Notice that (D) does not take into account possible applications of (rec) to
proper subterms of the term which is the subject of D conclusion.

The first four points of the following Generation Theorem have been shown
in [1]: the last point which characterises the rec-terms can be easily checked by
induction on derivations.

2.9. TueoreM (Generation Theorem).
(i) Assume Azt €2 Then ' =V 2 : Aif and only if (z: B)€l' and B <, A for
some BETV.
(ii)) TFY tu: Aifandonly if 'V t : B—A,andT' -V u : B for some BeTV.
(i) IV Azt : Aifandonly if I', : B, FV t : C; and [, (B;—C;) < A, for
some [ and B;, C;eTV.
iv) 'FVY Azt : B—Cifandonlyif ' z: BFV t: C.
(v) Let A% €. A derivation D is a derivation of I' =¥ recz.t : A if and only if
there exist a non-empty set /, and D;, C};, B;, such that:
e for any 1€/, D; is a subderivation of D with conclusion I' -V recx.t : B;;
e Viell',z:B; FV t: Cj;
* Nie Ci <g 4
o Yiev(D;) + |I| = v(D).
Note that in points (i) and (v) of the previous theorem, we have to suppose that

A AV Q, otherwise we could derive -V z : Q and FV rec z.t : 2 just using axiom
(Ax-Q2).

2.10. Tueorewm (Substitution Lemma). T' VY t[z/u] : Aifand onlyif 3IDeTV. T, z:
DFVt:Aand'FV u: D.

Proor. (=) is a consequence of the Generation Theorem, reasoning by induction
on the structure of t. We just consider the case of t = recx.v. We proceed by
a further induction on (D), where D is the derivation of I' FV recx.v : A. If
v(D) = 0, then A~ and the thesis is trivial. Otherwise, by the Generation
Theorem, point (v), there exist I, D;, C;, B; such that

(i) for any ¢€/, D; is a subderivationin D of ['; z: D -V recx.v : B;;
(i) Viel.I',z:D,x:B; FV v : Cj;
(i) M;e; Ci <g A;
(iv) Biev(D;) + 1| = v(D).
Applying the induction on v(D) to (i) and the induction on terms to (ii), we have,
for any 1€/,
e I'+Vrecz.v[z/u] : By
e I'z:B; FV v[z/u] : C..
Applying (rec) to the last two judgements, we have, forany i€ I, T FV recz.v([z/u] :
7
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C;. By (iii), rules (NI) and (<o) we get I' FV recz.v[z/u] : A.

(<) We reason again by induction on the structure of t, with the nested induction on
v(D) in the case of t = recz.v. We just consider the two cases of application and
recursive terms. Let T' =V t[z/u] : A, with t = t;t5. By the Generation Theorem,
point (ii), there exists A’ such that T' -V t1[z/u] : A’ — A, T FV ty]z/u] : A’. By
induction, there exist types D1, D5, such that:

- 2:DFV it A — A, T'FYV u: Dy

T 2:DyEV ity AT EV ut D

By rule (") we get I' =V u : Dy N Ds.

Byrule (Sy Lywehave I',z: DN Dy FV t; : A — Aand I',z: D; N Dy BV
ty : A'. By applying (—E) it follows I', z: D; N Dy FV t1t : A. The proof for this
case is complete by choosing D = Dy N Ds.

Let D be aderivation of I' -V t[z/u] : A, witht = rec x.v. We reason by induction
on v(D). If v(D) = 0, then A~ and can choose D = (). Otherwise, by the
Generation Theorem, point (v), there exist I, D;, C;, B;, such that:

(i) for any i€, D; is a subderivation in D of ' FV recz.v[z/u] : B;;

(i) Viel. T,x:B; FV v[z/u] : Cj;
(i) ;s Ci <g A
(iv) Ziev(D;) + 1| = v(D).
Applying induction to (i), for any i€/, there exist D; such that ', z: D; -V recx.v :
Biand I' =V u : D;. Applying induction to (ii), for any i€, there exist D; such
that ', z: Dj,z: B; FV v : Cyand I' =V u : Dj. Let D = (,.,(D; N Dj). By rule
(<y L) it follows:
e Viel.T,2:DFVrecxv:B;and T FV u: D;
e Viel.T,z:D,z:B; FV v : C,.
Applying to these last two judgments rule (rec) followed by rules (NI) and (<v L),
and using (iii), we get I, z: D =V recz.v : A. Applying rule (NI) to the judgments
concerning u, we get [' =V u : D. Type D allows to prove the thesis.

We end the section with an important consequence of the Substitution Lemma,
namely the invariance of type assignment with respect to rule (red-rec): a type is
derivable for rec x.t if and only if it is derivable for t[z/rec z.t].

2.11. Proposition. I'FV recz.t : Aif and only if I' FV t]x/recx.t] : A.

Proor. (=) Suppose I' -V recx.t : A. Then by the Generation Theorem, point
(v), there exists I, B;, C;, such that, forany 1€/, ' vV recz.t : B;,I",x: B; FV t:
C; and moreover ﬂze ; Ci <y A. By the Substitution Lemma we get, for any i€/,
['FY tlz/recx.t] : C;, hence, using (NI) and (<y L), we get I' -V t[x/recx.t] :
A.

(<) Suppose I' FV t[z/recz.t] : A. By the Substitution Lemma, there exists D
suchthatI' vV recx.t : Dand I',z: D -V t : A. By applying rule (rec) we obtain
'+Vrecz.t: A
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3. Filter Models

Before entering the details of how to build models out of intersection types, we have
to focus on the precise notion of model for Arec-calculus. Actually we start from
the classical definition of A\-model a la Hindley-Longo (see [10]), with a further
condition which forces the interpretation of rec x.t as a fixed point of \z.t.

3.1. DerintTION. [models of Arec-calculus] A model for the Arec-calculus consists
of a triple (D, -, [ |P) such that D is a set, - : D x D — D, Env : Var — D and
the interpretation function [ |P : A x Env — D satisfies:
() [=]) = p(x);
(i) [tul}? = [¢]} - [u]};
(i) [Azt]D - [u]? = [[t]]pp[x::[[u]]g];
(iv) If p(z) = p'(x) for all z€FV (t), then [t]7 = [t]7;
(v) If y ¢ FV(t), then [Az.t]? = [\y.t[z := y]]7;
(vi) I vdeD.[t],._ = [ul},—q then [\z.t]? = [Az.u]?;
(vii) [recz.t]? = [t]7

ple:=[recz.t] D]’
(D, -, []P) is extensional if moreover when x ¢ FV(t):
D D
[Mz.tx], = [t],
We now discuss how to build A\-models out of type theories. We start with the
definition of filter for errrs. Then we show how to turn the space of filters into an
applicative structure. We define continuous maps from the space of filters to the
space of its continuous functions and vice versa. Since the composition of these
maps is the identity we get standard A-models (filter models). The interpretation of
recursive terms is then obtained by using fixed point operators (we use the minimal

one).

3.2. DeFiNITION. [Filters]

(i) A sy-filter (or a filter over TV) is a set X C TV such that:
e QeX;
o if A <, Band AcX, then B€X;
e if A, BeX, then AN BeX,;

(ii) FV denotes the set of s/-filters over TV;
(iii) if X C TV, VX denotes the v/-filter generated by X;

(iv) a sy-filter is principal if it is of the shape [V{A}, for some type A. We shall
denote TV{A} simply by TV A.

It is well known that FV is an w-algebraic lattice, whose poset of compact
(or finite) elements is isomorphic to the reversed poset obtained by quotienting the
preorder on TV by ~. That means that the compact elements are the filters of the
form TV A for some type A, the top element is TV, and the bottom element is V.
Moreover the join of two filters is the filter induced by their union and the meet of

9
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two filters is their intersection, i.e.:

XUY = ¥(XUY)
XNy =XnY.

The key property of FV is to be a reflexive object in the category of w-algebraic
complete lattices and Scott-continuous functions. This become clear by endowing
the space of filters with a notion of application which induces continuous maps
from FV to its function space [FV — FV] and vice versa.

3.3. DerFNITION. [Application]
(i) Application - : FV x FV — FV is defined as

XY ={B|34A€Y.A — BeX}.

(i) The continuous maps FV : FV — [FV — FV]and GV : [FV — FV| —
FV are defined as:

FV(X)=NYEFV.X - Y;
GV(f) =1V {A— B|Bef(1v A)}

Notice that previous definition is sound, since it is easy to verify that X - Y is a
v-filter.
As expected, 'V and GV are inverse to each other: the proof is given in [1].

3.4. LEMMA.
FV o GV = ld[]:v*)]:v},

GY o FV = idy.

We are now in position for interpreting the Arec-calculus. Let Env be the set
of all mappings from the set of term variables to FV and p range over Env,. Let
fix be the minimal fixed point operator, that is:

e VXeFV. X - (fix(X)) = fix(X);
« VX, YEFV.X .Y =Y = fix(X) C Y.

Via the maps FV and GV, Figure 5 defines the semantic interpretation [ |V :
Arec x Envyl — FV of Arec-terms.

As well-known, Lemma 3.4 implies that 7V induces an extensional A-model,
since it is a reflexive object in the cartesian closed category of w-algebraic lattice,
hence all the equations in Definition 3.1 hold, but for (vii), which follows immedi-
ately by definition of fixed point operator.

Next step is to relate the abstract notion of interpretation above, with the type
assignment system. More specifically we want to prove that for any errt >V, Arec-
term t, and environment p, we have

10
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]y = p(z);
tuly = FV([t]y)([u]});

[

[

[Mzt]y :GV(»XG}"V.[t]]pV[X/x});
[reczt]y = fix([Az.t]Y).

Fig. 5. Interpretation of Arec-terms.

[t]y = {AcTY | Ep. TV t: A},
where the notation I" |= p means that for (x : B)€I one has that B€p(x).

In view of this we need a characterisation of fix as filter. Lemma 3.4 implies that
every “higher order” space can be embedded in a canonical way in FV, by defining
standard appropriate mappings via FV and GV. For instance, in order to embed the
space of fix, namely [[FV — FV| — FV],in FV, we consider the pair of mappings
HY : FV — [[FV — FV] — FV]and KV : [[FV — FV]| — FV]| — FV defined
as follows:

HY(X) = FY(X) o GV,

KY(H) = GY o AX.(HoFV)(X).

It is easy to check that
(h) HY o KV = id[[fvafv}ﬂfv]ﬂvaﬂfv]ﬂfv}-

We say that a filter X represents an operator HE[[FV — FV| — FV]if
HV(X) = H. The equality (1) guarantees that each H is represented by KV (H).

Given any errT 2V, we now study a special filter, called ZV, first introduced in
[1], where =V is proved to be a 5/-filter representing the fix operator (see Theorem
3.7).

3.5. DeriNiTioN. [Filter 2V] Let XV an errr. For all integers n, the sets @)Y and the
filters WY are defined by mutual induction as follows:

oy ={Q} vy =1V
oY, ={C—-A|3dB.C - BeVY & C <y B— A} U/ 6 =1/ .

We define 2V = |, Uy.

For instance A — Q€®Y, (2 — A) — Aedy, (U — Ag) N (Ag — A)) —
Aleq)v, and (Q — Ao) N (AO — Al) n...N (An,1 — An) — Aneq)§+2 for all
A Ay A,

11
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C—Ae¥y Q< ,C— A by definition of W’
& Q— Q <, C — A by axioms (©2)and (Q2-n)
S 0< A by rule (1) and Theorem 2.4.

Fig. 6. Proof of f.

Now we give an useful lemma on ®), W which characterises the arrow types
Y
in =V,

3.6. Lemma. (i) Foralln > 0 we have C' — AedY & (C — AeUy.

(i) For all n > 0 we have

C— AE\DTY = ElBo, c. -7Bn- C Sv ﬂogignfl(Bi — B/L'+1)

Proor. (i) is proved in [1]. The proof of (ii) is by induction on n.
For n = 1 Figure 6 shows:

(1) C — Ae¥y & O < A.
and Figure 7 concludes the proof.
Figure 8 gives the proof for the induction step.
The key property of =V proved in [1] is:
3.7. TueoreM. The filter =V represents the minimal fixed point operator, i.e. =V =
HV (fix).

Having characterized fix through the filter =V is fundamental for proving the
next result.

C — AeV)Y & C — AedY
by (i)
& 3B.C > BeUY & C<,B— A
by definition of @’
©3B.Q<,B&C<,B— A
by (%)
SC0<;0—-A

by rule (1) and Theorem 2.4.

Fig. 7. Proof of the first step of Lemma 3.6(ii).
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C— AcVY,, & C — Aed)

by (i)

& 3dB.C - BevY & C <, B— A
by definition of @Y,

< 3B, By, ..., Bn. C <g No<icn_1(Bi = Bit1)
&By=Q&B,=B&C<;B—A
by induction

< 3By,...,B,. By=Q &
by rules (mon),
C <y (ﬂogign—l(Bi — Biy1)) N (B, — A)

(trans) and axiom (idem).

Fig. 8. Proof of the induction step of Lemma 3.6(ii).

3.8. THEOREM.

[t]Y = {A€TY [ 3T = p. THY ¢ : A},

Proor. By induction on Arec-terms, using the Generation Theorem 2.9. All cases
but that of rec-terms are proved in [1].

When considering terms recz.t, by the characterization [recz.t]y = =V -
[Az.t]}, we have to show:

EV - [Art]y ={AeTY |0 | p. ' =V reca.t : A},
Figure 9 shows:

(0) =V-[Dat]y ={A| 3, By... By p. By=Q& B, = A
&Iz :B;FVt:Bi1(0<i<n-—1)}

Proof of C.

We check by induction on ¢ that I' =V recz.t : B; for 0 <7 < n. The basic step is
trivial since By = ().
For the induction step it suffices to apply rule (rec):

Nae:B;FVt:Bjyy I'Vrecz.t: B;
I'FYrecx.t: By

We conclude I' HV recz.t : A since B,, = A.

Proof of D.
13
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=V [Art]y = {A|3Ce[rxt]y. C — A€EV}

by definition of application

={A|IC,TEpTHFV Izt :C & C — AcEV}
by induction

={A|3IC,TEpTHFY Azt :C & 3In,By...B,.
C <y ﬂogz‘gn—1(Bz‘ — Biy1) & By = Q & B, = A}
by definition of =V and Lemma 3.6(ii)

={A|3In,By...B,, T Ep.Bp=Q& B, =A
&THY Azt: B, — B (0<i<n-—-1)}
by rule (<)

={A|3In,By...B,, T Ep.Bp=Q& B, =A
&T )z :B;FVt:B1(0<i<n-—1)}

by the Generation Theorem (Theorem 2.9(iv)).

Fig. 9. Proof of ().

This proof is by induction on v(D) where D is a derivation of I' -V recx.t : A.
The basic step v(D) = 0 is immediate.
For the induction step we get from the Generation Theorem (Theorem 2.9(v)) that
there exist a non-empty set J, D;, F;, D;, such that:
(i) for any i€/, D; is a subderivation of D with conclusion I' =V recz.t : Dj;
(i) VjeJI',z:D; FV t : Ej;
(ifi) Myes By <o A;
(IV) ZjeJV<Dj) + ‘J| = V(D)
From (i) and (iv) we get by induction D;€ZV - [Az.t]y for all i€.J. This implies
by (b) that there exist n;, Béj) . Bg) such that Béj) = Q, B%) =D;and ',z :
BY v t: BY, (0 <i < nj—1). Using (ii) and (b) again we get E;e=EY-[Ar.t]y,
so we conclude A€=V - ﬂ)\x.t]]pv from (iii) being =V - [[)\x.t]]pv a v/-filter.

We end by showing the following consistency result: given any simple easy
terms e, we can add to the calculus the countable amount of equations

(%e) VteArec. e(Ax.t) =recx.t

and the resulting theory Arec + () is still consistent.

We recall the definition of simple easy terms first done in [2]. A term is
simple easy if we can force its interpretation to be extended exactly by an arbi-
trary principal filter. More precisely e is simple easy if, given an errr XV and

14
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a type Z€TV, we can extend in a conservative way XV to an errr XV, so that
[e]¥" = ('Z) L [e] .

First we introduce EITT maps: an EITT map applied to an easy intersection
type theory and to a type builds a new easy intersection type theory which is a
conservative extension of the original one.

3.9. DeFiniTION. [EITT maps]

(i) Let £V and =V’ two errrs. We say that YV is a conservative extension of ¥V
(notation XV T ©V') if and only if €V C €V and for all A, BTV,

A<y Bifandonlyif A <. B.

(ii) A pointed grrr is a pair (XV, Z) with ZeTV.
(iii) An EITT map is amap M : PEITT — EITT, such that for all (XV, 7)

SV CM(XEY, Z),
where EITT and PEITT denote respectively the class of errTs and pointed
EITTS.

3.10. DeriniTION. [Simple easy terms] An unsolvable term e is simple easy if there
exists an EITT map M, such that for all pointed errr (XV, 7),

V' e: Bifand onlyif 3CeTV.CNZ <, B& FV e:C,

where &V’ = M. (XY, Z).

Define I = A\x.x, Wy = Ar.zx, W3 = Az.xxx, and R, inductively as Ry =
WyW,, R,..1 = R,R,. Examples of simple easy terms are WoW,, W3 W3l
and R, for all n [2]. Lusin [14] gives further examples of simple easy terms.

The property of simple easy terms useful here is (for a proof see [1]):

3.11. TueorEM. Let e be a simple easy term. Then there exists a non-trivial filter
model FV such that the interpretation of e is the minimal fixed point operator.

We can then conclude:

3.12. THEOREM. Let e be a simple easy term. Then there exists a non-trivial fil-
ter model FV such that the interpretation of e(Az.t) and rec z.t coincide for all
teArec.

3.13. Cororrary. Let e be a simple easy term. Then the theory Arec + (%) is
consistent.

4. Conclusion

We end the paper justifying the decision of explicitly introducing terms rec z.t and
of not interpreting them by [Y (Az.t)]V for some fixed point combinator Y. A first

15
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reason is the smoothness of the type assignment system: deriving types for rec z.t
is very plain with respect to the cumbersome application of rules for deriving types
to Y (A\x.t). As a second, and more important, reason, the possible interpretation
of recx.t as minimal fixed point of Ax.t cannot be captured by any Y. In fact,
there is no fixed point combinator Y such that [D?]]V represents the minimal fixed
point operator fix in each filter model FV. In fact, consider the filter model F¥o %
isomorphic to the Park A\-model D¥*"* of \-calculus (see example 2.3). As proven
in [11], for all closed A-terms t, [t]7%* is above a certain compact element c
different from the bottom element. In particular, for all fixed point combinators
Y, [YI]P%* is above c, where I is the identity combinator. Since fix(WX.X) is
obviously the bottom element, we have that it is not possible that HPo* ([Y]Par)
represents fix, since

HPark ( [[Y]] Park) (»\XX) — (IFPark([[Y]] Park) o GPark) (»\XX)
— FPark ( [[Y]] Park) (GPark (»\XX))
= [Y] Park | [1] Park
— [[YI]] Park

Jdc

where we have used the fact that [I]V = GV(NX.X) for all XV.
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