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Abstract. The expedience of adding past operators to a (point-based)
temporal logic has been largely discussed in the literature. Opponents
argue that in various relevant cases such an addition does not involve
any increase in expressiveness. Supporters reply that many statements
are easier to express when past operators are included; moreover, also in
the cases in which no expressive power is added, succinctness is achieved,
that is, there are classes of properties that can be expressed by means
of much shorter formulas. In the present contribution, we study in detail
the effects of adding past operators to interval temporal logics. We focus
our attention on the representative case of Propositional Neighborhood
Logic, taking into consideration different temporal domains.

1 Introduction

The problem of reducing complex modal (temporal) logics, with many modali-
ties, to simpler ones, possibly with just one modality, preserving their distinc-
tive properties, is a well-known problem in modal (temporal) logic. One classical
work in this area is that by Thomason [25,26], who has shown how to reduce
propositional temporal logic to propositional modal logic preserving both the
relation of logical consequence and that of derivability. The same problem can
be viewed from the opposite side, looking at the possible advantages of adding
a new modal (temporal) operator to a given modal (temporal) logic. This is our
point of view here: we investigate the effects of adding past operators to inter-
val temporal logics. We focus our attention on the representative case of the
propositional interval logic of temporal neighborhood, taking into consideration
different temporal domains.

The expedience of adding past operators to a (point-based) temporal logic
has been largely discussed in the literature [9,10,11,14,15]. Opponents argue
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that in various relevant cases such an addition does not involve any increase
in expressiveness. Supporters reply that many statements are easier to express
when past operators are included (simplicity); moreover, also in the cases in
which no expressive power is added, succinctness is achieved, that is, there are
classes of properties that can be expressed by means of much shorter formulas.

In [11], Gabbay et al. prove the expressive completeness of Linear Time
Temporal Logic (LTL for short) with respect to first-order logic over N (and be-
yond). Paired with Kamp’s theorem, such a result shows that the addition of past
modalities does not increase the expressive power of LTL. In a subsequent pa-
per, Gabbay provides a translation algorithm to map formulas of LTL+Past into
equivalent LTL-formulas, where the size of the resulting LTL-formula is assumed
to possibly be non-elementary in the size of the original LTL+Past-formula [10].
As pointed out in [18], a more efficient translation algorithm can be obtained
passing through (counter-free) Büchi automata. It consists of three main steps.
First, it translates any given formula of LTL+Past into a corresponding Büchi
automaton [15]. Then, it maps such an automaton into an equivalent determin-
istic Muller automaton [24]. Since the language it defines is star-free, it can be
assumed to be a counter-free automaton. Finally, it transforms the counter-free
Muller automaton into a formula of LTL [16]. Since each of these three steps
possibly involves an exponential blowup, the size of the resulting LTL-formula is
at most triply exponential in the size of the original LTL+Past-formula. In [14],
Laroussinie et al. prove that LTL+Past can be exponentially more succinct than
LTL, that is, there exists a family of formulas in LTL+Past, with size O(n), such
that the size of the equivalent LTL-formulas is Ω(2n).

In the following, we study what happens when past modalities are added
to future-only interval temporal logics. Interval temporal logics are a family of
modal logics for reasoning about relational interval structures over linear orders.
The set of all possible binary relations between such intervals is known as the set
of Allen’s interval relations [1]. A distinct modal operator can be associated with
each of them. While formulas of point-based temporal logics are evaluated at time
points, formulas of interval temporal logics are evaluated at time intervals. This
results in a substantially higher expressiveness and computational complexity
of interval temporal logics as compared to point-based ones. Hence, it does not
come as a surprise that, while decidability is a common feature of point-based
temporal logics, undecidability dominates among interval-based ones [13,21,27].

For a long time, such a situation has discouraged the search for practical ap-
plications and further theoretical investigation on interval-based temporal logics.
This bleak picture started lightening up in the last few years when various non-
trivial decidable interval temporal logics have been identified [3,4,5,6,7,8,19,20].
(Un)decidability of an interval temporal logic depends on two main factors: (i)
the set of its interval modalities, and (ii) the class of interval models (the lin-
ear order) over which it is interpreted. Gradually, it became evident that the
trade-off between expressiveness and computational affordability in the family
of interval temporal logics is rather subtle and sometimes unpredictable, with
the border between decidability and undecidability cutting right across the core
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of that family. One real character is the interval temporal logic of the subinterval
relation: it is PSPACE-complete when interpreted over dense linear orders [3,23],
while it turns out to be undecidable when interpreted over finite or discrete linear
orders [17].

A special position in the family of interval temporal logics is reserved to
Propositional Neighborhood Logic, denoted AA. AA features two modalities 〈A〉
and 〈A〉 that make it possible to access intervals adjacent to the right (future) and
to the left (past) of the current interval, respectively. By iterating the application
of the modality 〈A〉 (resp., 〈A〉), one can reach any interval in the future (resp.,
past) of the current one. In the following, we address various issues about the
expressive power of AA, of its future fragment A, and of the interval logic AL

that one obtains by replacing the adjacent-to-the-left modality 〈A〉 by the past
modality 〈L〉 (this latter modality makes it possible to access intervals in the
past of the current one).

In Section 3, we show that, unlike what happens with LTL, where LTL and
LTL+Past over N are expressively equivalent (even though LTL+Past is expo-
nentially more succinct than LTL), the addition of past operators to A makes
the resulting logic strictly more expressive than the original one. Moreover, we
show that AA is in fact strictly more expressive than AL. Then, in Section 4, we
show that the satisfiability problem for AA over Z can actually be reduced to
its satisfiability problem over N. The proof turns out to be much more involved
than the corresponding proof for LTL+Past. Finally, in Section 5, we show that,
unlike A, AA is expressive enough to distinguish between the temporal domains
Q and R.

2 Preliminaries

In this section, we provide background knowledge about interval temporal logics
(a comprehensive survey on interval temporal logics and duration calculi can be
found in [12]). Moreover, we introduce basic concepts and notations that will be
used in the following sections.

Let D = 〈D,<〉 be a linearly-ordered domain. A strict interval over D (inter-
val for short) is a pair [i, j], with i, j ∈ D and i < j. We denote by I(D) the set
of all intervals over D (let us call it interval structure). Unlike the case of points,
where there are three ordering relations only, namely, before, equal, and after,
there exist thirteen different ordering relations between any pair of intervals in
a linear order (Allen’s interval relations): the six relations meets, later, begins,
ends, during, and overlaps depicted in Table 1, their inverse relations, and the
equality relation. We treat interval structures as Kripke structures and Allen’s
relations as accessibility relations in them, thus associating a modal operator 〈X〉
with each Allen’s relation RX . For each operator 〈X〉, its transpose, denoted 〈X〉
(we assume 〈X〉 to be equal to 〈X〉), corresponds to the inverse relation RX of
RX (that is, RX = (RX)−1).

The modal logic HS of Allen’s interval relations has been investigated by
Halpern and Shoham in [13]. The language of HS includes a set of proposition
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〈A〉
〈L〉
〈B〉
〈E〉
〈D〉
〈O〉

[a, b]RA[c, d] ⇔ b = c

[a, b]RL[c, d] ⇔ b < c

[a, b]RB [c, d] ⇔ a = c, d < b

[a, b]RE [c, d] ⇔ b = d, a < c

[a, b]RD[c, d] ⇔ a < c, d < b

[a, b]RO[c, d] ⇔ a < c < b < d

a b

c d

c d

c d

c d

c d

c d

Table 1. Allen’s interval relations and the corresponding modalities.

letters AP , the classical propositional connectives ¬ and ∨, and a family of
interval modalities of the form 〈X〉, one for each Allen’s relation but equality.
Formulas of HS are defined by the following grammar:

ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | 〈X〉ϕ

An interval model is a pairM= 〈I(D), V 〉, where V : AP → 2I(D) is a labeling
function assigning to each proposition letter the set of intervals over which it
holds. The truth of a formula over an interval [i, j] in an interval model M is
defined by structural induction on formulas as follows:

– M, [i, j]  p iff [i, j] ∈ V (p), for all p ∈ AP ;
– M, [i, j]  ¬ψ iff it is not the case that M, [i, j]  ψ;

– M, [i, j]  ϕ ∨ ψ iff M, [i, j]  ϕ or M, [i, j]  ψ;
– M, [i, j]  〈X〉ψ iff there exists an interval [h, k] such that [i, j] RX [h, k]

and M, [h, k]  ψ, where RX is the binary interval relation corresponding to
the modal operator 〈X〉.

For the sake of brevity, given a model M = 〈I(D), V 〉 over the set of proposition
letters AP , we call every interval [i, j] ∈ V (p) a p-interval, for each p ∈ AP.

The other Boolean connectives as well as the logical constants ⊤ and ⊥ are
defined as usual. Moreover, for each of the above-defined diamond modalities, the
corresponding box modality is defined as the dual modality, e.g., [A]ϕ ≡ ¬〈A〉¬ϕ.

Satisfiability and validity of HS formulas are defined as usual. We say that an
HS-formula ϕ is satisfiable if there exists an interval model M and an interval
[i, j] such that M, [i, j]  ϕ. Moreover, given a model M = 〈I(D), V 〉 and an
HS-formula ϕ, we say that M is a model for ϕ, denoted M |= ϕ, if there exists
[i, j] ∈ I(D) such that M, [i, j] |= ϕ. Finally, we say that an HS-formula ϕ is
valid, denoted |= ϕ, if it is true on every interval in every interval model. Two
formulas ϕ and ψ are equivalent, denoted ϕ ≡ ψ, if |= ϕ↔ ψ.

In the following, we will consider special classes of interval models obtained
by substituting a specific temporal domain for D. Formally, N-models are pairs
of the form 〈I(N), V 〉, where I(N) is the set of all intervals over N and V is a
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mapping from AP to 2I(N). Z-models (resp., Q-models, R-models) are obtained
from N-models by replacing N by Z (resp., Q, R).

With every subset X = {〈X1〉, . . . , 〈Xk〉} of HS modalities we associate the
fragment FX of HS, denoted X1X2 . . .Xk, with formulas built on the same set of
propositional letters AP , but only featuring modalities from X . As an example,
BB denotes the fragment involving the modalities 〈B〉 and 〈B〉 only. In the
following, we will restrict our attention to the fragments A, AL, and AA, the
latter two being obtained from the first one by adding the past operators 〈L〉
and 〈A〉, respectively.

3 On the expressive power of A, AL, and AA over IN

In this section, we first prove that AA is strictly more expressive than A over
IN. As a matter of fact, we show that AL is strictly more expressive than A.
Since 〈L〉 can be easily defined in terms of 〈A〉, the thesis immediately follows.
Then, we show that AA is in its turn strictly more expressive than AL over IN. In
addition, we show that both results actually hold for other meaningful temporal
domains.

In order to show undefinability of a given modality in a certain interval logic,
one can use a standard technique from modal logic based on the notion of bisim-
ulation and the invariance of modal formulas with respect to bisimulations [2].
Let F be the considered interval logic. An F -bisimulation between two interval
models M = 〈I(D), V 〉 and M ′ = 〈I(D′), V ′〉 over the set of proposition letters
AP is a relation Z ⊆ I(D)× I(D′) satisfying the following properties:

– local condition: pairs of Z-related intervals satisfy the same proposition let-
ters over AP ;

– forward condition: if ([i, j], [i′, j′]) ∈ Z and ([i, j], [h, k]) ∈ RX for some
〈X〉 ∈ F , then there exists [h′, k′] such that ([i′, j′], [h′, k′]) ∈ RX and
([h, k], [h′, k′]) ∈ Z;

– backward condition: if ([i, j], [i′, j′]) ∈ Z and ([i′, j′], [h′, k′]) ∈ RX for some
〈X〉 ∈ F , then there exists [h, k] such that ([i, j], [h, k]) ∈ RX and ([h, k],
[h′, k′]) ∈ Z.

Since any F -bisimulation preserves the truth of all formulas in F , in order to
prove that an operator 〈X〉 is not definable in F , it suffices to construct a
pair of interval models M and M ′ and an F -bisimulation between them such
that M, [i, j]  〈X〉p and M ′, [i′, j′] 6 〈X〉p, for a pair of F -bisimilar intervals
[i, j] ∈M and [i′, j′] ∈M ′.

Theorem 1. The modality 〈L〉 is not definable in A over IN.

Proof. Let us consider the pair of interval models M = 〈I(IN), V 〉 and M ′ =
〈I(IN), V ′〉, over the set of proposition letters AP = {p}, where V (p) = V ′(p) =
{[i, i+ 1] : i ≥ 0}. Moreover, let Z ⊆ I(IN) × I(IN) be the set {([i, j], [i, j]) : 0 ≤
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Fig. 1. The relation Z for Theorem 1.

i < j} ∪ {([i, j], [i + 1, j + 1]) : 0 ≤ i < j} (the relation Z is depicted in Figure
1).

We show that Z is an A-bisimulation. Checking that it satisfies the local
condition is immediate. As for the forward condition, we must distinguish two
cases. First, we must consider any pair of the form ([i, j], [i, j]). In such a case,
the 〈A〉-move from [i, j] to [j, k] in M can be simulated by the very same 〈A〉-
move from [i, j] to [j, k] in M ′. Notice that p-intervals come into play when
j = i + 1 or k = j + 1 (or both). The second case is that of pairs of the form
([i, j), [i+1, j+1]). In such a case, the 〈A〉-move from [i, j] to [j, k] in M can be
simulated by the 〈A〉-move from [i + 1, j + 1] to [j + 1, k + 1] in M ′. As in the
previous case, p-intervals come into play when j = i+ 1 or k = j + 1 (or both).
Satisfaction of the backward condition can be checked in a very similar way.

To conclude the proof, it suffices to show that Z does not preserve the relation
induced by the modality 〈L〉. To this end, consider the pair ([1, 2], [2, 3]) ∈ Z.
We have that M ′, [2, 3] |= 〈L〉p, while M, [1, 2] 6|= 〈L〉p. ⊓⊔

Corollary 1. The modality 〈A〉 is not definable in A over IN.

Proof. As the modal operator 〈L〉 is definable in any interval logic featuring
the modal operator 〈A〉 (for any fixed proposition letter p, it holds that 〈L〉p ≡
〈A〉〈A〉p), the thesis immediately follows from Theorem 1. ⊓⊔

It is worth pointing out that the bisimulation exploited in the proof of The-
orem 1 still works if we replace N by Z, Q, or R, thus showing that the modality
〈A〉 is not definable in A over these temporal domains. Moreover, it can be easily
adapted to work with the class of finite temporal domains, that is, finite prefixes
of N.

The next theorem shows that AA is in fact strictly more expressive than AL

over N. Since 〈L〉 can be defined in terms of 〈A〉, we have that AA is at least as
expressive as AL. In order to show that AA is strictly more expressive than AL,
we must show that 〈A〉 is not definable in AL over N. To this end, we define an
AL-bisimulation between a suitable pair of models.

Theorem 2. The modality 〈A〉 is not definable in AL over IN.
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Fig. 2. The relation Z for Theorem 2.

Proof. Let us consider the pair of interval models M = 〈I(N), V 〉 and M ′ =
〈I(N), V ′〉, over the set of proposition letters AP = {p}, where V (p) = V ′(p) =
I(N). Moreover, let Z ⊆ I(N) × I(N) be the set {([i, j], [i, j]) : 0 ≤ i < j} ∪
{([0, 2], [1, 2])} (the relation Z is depicted in Figure 2).

We show that Z is an AL-bisimulation. Checking that it satisfies the lo-
cal condition is trivial. As for the forward condition, let us first consider the
pair of intervals ([0, 2], [1, 2]) ∈ Z. Since there is not an interval [i, j] such that
([0, 2], [i, j]) ∈ RL in M , we only need to check the forward condition for the
relation RA. For this, it suffices to observe that the 〈A〉-move from [0, 2] to
[2, j] in M can be simulated by the very same 〈A〉-move from [1, 2] to [2, j]
in M ′, as ([2, j], [2, j]) ∈ Z. Let us consider now pairs of intervals of the form
([i, j], [i, j]) ∈ Z. It can be easily checked that, for every interval [k, l] such that
([i, j], [k, l]) ∈ RL (resp., ([i, j], [k, l]) ∈ RA) inM , we have that ([i, j], [k, l]) ∈ RL
(resp., ([i, j], [k, l]) ∈ RA) in M

′ and ([k, l], [k, l]) ∈ Z. Satisfaction of the back-
ward condition can be checked in a very similar way (in particular, notice that
there is not an interval [i, j] such that ([1, 2], [i, j]) ∈ RL in M ′).

To conclude the proof, it suffices to show that Z does not preserve the relation
induced by the modality 〈A〉. To this end, consider the pair ([0, 2], [1, 2]) ∈ Z.
We have that M ′, [1, 2]  〈A〉⊤, while M, [0, 2] 6 〈A〉⊤. ⊓⊔

From Theorem 2, it immediately follows that the two modalities 〈A〉 and 〈L〉
are not inter-definable: 〈L〉 can be defined in terms of 〈A〉, but not vice versa.
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As it happened with Theorem 1, it is possible to generalize Theorem 2 to Z,
Q, and R, as well as to the class of finite temporal domains. As a matter of fact,
the bisimulation given in the proof of Theorem 2 still works if we replace N by
any prefix of it. The undefinability of 〈A〉 in AL over the class of finite temporal
domains immediately follows. In order to lift Theorem 2 to the cases of Z, Q,
and R, a different bisimulation is needed. LetM and M ′ be two interval models,
over the set of proposition letters AP = {p}, defined as follows:

– M = 〈I(N), V 〉, where V (p) = {[a, b] ∈ I(N) | b− a is an odd number}
– M ′ = 〈I(N), V ′〉, where V ′(p) = {[a, b] ∈ I(N) | b− a is an odd number

and b 6= 0}.

Let the relation Z ⊆ I(N) × I(N) be the union of the set V (p) × V ′(p) and the
set (I(N) \ V (p)) × (I(N) \ V ′(p)). It is not difficult to prove that Z is an AL-
bisimulation. By definition, Z relates pairs of intervals that either both satisfy p
or both do not satisfy it. Thus the local condition trivially holds. To prove that
the forward condition holds as well, consider a generic pair of Z-related intervals
([i, j], [i′, j′]). If we move from [i, j] to [k, l] in M by either an A- or an L-move,
and [k, l] satisfies p (resp., ¬p), it is always possible to make a corresponding
move inM ′ that allows us to reach an interval [k′, l′] satisfying p (resp., ¬p). The
same argument can be used to check that Z satisfies the backward condition. To
show that Z does not preserve the relation induced by the modality 〈A〉 consider
the pair of Z-related intervals ([0, 1], [0, 1]). We have that M, [0, 1]  〈A〉p, while
M ′, [0, 1] 6 〈A〉p, and thus the thesis.

4 On the satisfiability problem for AA over N and Z

When past operators are added to a temporal logic, replacing N by Z is a natural
step. In this section, we focus our attention on the satisfiability problem for
AA over N and Z. As a matter of fact, both cases have been already dealt
with elsewhere. In [4], Bresolin et al. have shown the expressive completeness
of AA with respect to the two-variable fragment of first-order logic for binary
relational structures over various linearly-ordered domains FO2[<]. Decidability
(in NEXPTIME) of AA over the classes of all linear orders, well-orders, and
finite linear orders, as well as over N, immediately follows from the decidability
results for FO2[<] over these classes of linear orders obtained by Otto in [22]. A
proof of NEXPTIME-hardness, and thus the NEXPTIME-completeness of the
satisfiability problem for AA over the considered (classes of) linear orders, can
be found in [8]. NEXPTIME-completeness of the satisfiability problem for AA

over Z has been proved by a model-theoretic argument in [5], where an optimal
tableau system for AA over Z can also be found.

In the following, we prove that the satisfiability problem for AA over Z can
actually be reduced to that over N. The proof somehow resembles the one for
(point-based) LTL+Past. However, interpreting formulas over time intervals,
instead of over time points, introduces a number of additional complications. In
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particular, we must deal with intervals whose left endpoint is less than 0 and
whose right endpoint is greater than it, and, among them, with intervals of the
form [−h, h].

Let ϕ be the AA-formula to be checked for satisfiability over Z. We show
how to build an AA-formula ϕZ→N, to be interpreted over N, such that ϕ is
satisfiable over Z if and only if ϕZ→N is satisfiable over N. As a preparation, we
first define a suitable mapping µ of Z-models into N-models; then, we define a
suitable rewriting τ of AA-formulas over an extended vocabulary of proposition
letters. Hereafter, we will denote a formula ϕ with proposition letters p1, . . . , pn
by ϕ(p1, . . . , pn).

Definition 1 (the model mapping µ). Let ϕ(p1, . . . , pn) be an AA-formula

and, for each pi in {p1, . . . , pn}, let p++
i , p−+

i , p+−
i , p−−

i , and p
L

+

−

i be five new
(distinct) proposition letters. We map each Z-model M = 〈I(Z), V 〉, with V :
{p1, . . . , pn} 7→ 2I(Z), into an N-model µ(M) = 〈I(N), V ′〉, with V ′ : {p++

1 , p−+
1 ,

p+−
1 , p−−

1 , p
L

+

−

1 , . . . , p++
n , p−+

n , p+−
n , p−−

n , p
L

+

−

n } 7→ 2I(N), that satisfies the following
conditions: for every p ∈ {p1, . . . , pn} and every h, k ∈ N, with h < k,

– [h, k] ∈ V ′(p++) if and only if [h, k] ∈ V (p);
– [h, k] ∈ V ′(p−+) if and only if [−h, k] ∈ V (p);
– [h, k] ∈ V ′(p+−) if and only if [−k, h] ∈ V (p);
– [h, k] ∈ V ′(p−−) if and only if [−k,−h] ∈ V (p);

– [h, k] ∈ V ′(pL
+

−) if and only if [−h, h] ∈ V (p).

It can be easily checked that µ is a function, that is, for any Z-model M over
p1, . . . , pn, the above conditions univocally identify a corresponding N-model

µ(M) over p++
1 , p−+

1 , p+−
1 , p−−

1 , p
L

+

−

1 , . . . , p++
n , p−+

n , p+−
n , p−−

n , p
L

+

−

n .
The mapping µ can be interpreted as follows. For any p ∈ {p1, . . . , pn}

and any pair of natural numbers h, k, with h < k, four different p-intervals in
M , namely, [h, k], [−h, k], [−k, h], and [−k,−h], are accommodated by the same
interval [h, k] in I(N). To distinguish among them, we replace the proposition
letter p by the four proposition letters p++, p−+, p+−, and p−−. The case of Z-
intervals of the form [0, k] (resp., [−k, 0]) deserves a closer look. The left endpoint
of [0, k], the number 0, can be equivalently viewed as a positive or a negative
number, that is, for every natural number k, [+0, k] and [−0, k] denote the very
same interval. Hence, for every p ∈ {p1, . . . , pn}, the function µ constrains the
truth value of proposition letters p++ and p−+ to be the same over all intervals
of the form [0, k]. Similarly, for every natural number k, [−k,−0] and [−k,+0]
denote the same interval, and thus the function µ constrains the truth value of
proposition letters p−− and p+− to be the same over all intervals of the form
[0, k].

These constraints can be formally stated in AA by means of the following
formula:

[G]([A]⊥ → (p++ ↔ p−+) ∧ (p−− ↔ p+−))

where [G] is the universal modality that constrains its argument to hold ev-
erywhere, that is, for every model M = 〈I(N), V 〉, every interval [i, j] ∈ I(N),
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and every AA-formula ψ, M, [i, j] |= [G]ψ if and only if M, [i′, j′] |= ψ for every
[i′, j′] ∈ I(D). The universal modality [G] can be defined in AA over N as follows:

[G]ψ = [A][A][A][A]ψ

Let us denote by ψ0 the following AA-formula that imposes the above con-
straints on all proposition letters p ∈ {p1, . . . , pn}:

[G]





∧

p∈{p1,...,pn}

([A]⊥ → (p++ ↔ p−+) ∧ (p−− ↔ p+−))





Proposition letters p++, p−+, p+−, and p−− make it possible to deal with
any kind of p-interval in I(Z), but those p-intervals of the form [−h, h], as point-
intervals of the form [h, h] are not allowed. To cope with them, we make use

of a distinct proposition letter pL
+

− , that the function µ constrains to assume
the same truth value over every pair of intervals with the same left endpoint
(locality).

The locality of pL
+

− can be formally stated as follows: for every h, k, l ∈ N,

with both h < k and h < l, and every p ∈ {p1, . . . , pn}, [h, k] ∈ V ′(pL
+

−) if and

only if [h, l] ∈ V ′(pL
+

−). Such a condition can be forced by means of the following
AA-formula:

[G](pL
+

− ↔ [A][A]pL
+

−)

Let us denote by ψL+

−

the following AA-formula that forces the locality of all

proposition letters of the form pL
+

− :

[G]





∧

p∈{p1,...,pn}

(pL
+

− ↔ [A][A]pL
+

−)





The second step in preparation for the proof of the main result of this section
is a suitable mapping of AA-formulas ψZ(p1, . . . , pn), interpreted over Z, into

“equivalent” AA-formulas ψN(p
++
1 , p−+

1 , p+−
1 , p−−

1 , p
L

+

−

1 , . . . , p++
n , p−+

n , p+−
n , p−−

n ,

p
L

+

−

n ), interpreted over N.

Definition 2 (the formula mapping τ). Let ψ(p1, . . . , pn) be an AA-formula
(interpreted over Z) and let q ∈ {++,−+,+−,−−, L+

−} be a qualifier. We map

every pair (ψ, q) into an AA-formula τ(ψ, q)(p++
1 , p−+

1 , p+−
1 , p−−

1 , p
L

+

−

1 , . . . , p++
n ,

p−+
n , p+−

n , p−−
n , p

L
+

−

n ) (interpreted over N) by applying the set of translation rules
given in Figure 3.

By properly combining the model mapping µ and the formula mapping τ ,
we can prove the following technical lemma.
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∀∗∈{++,−+,+−,−−,L+

−
}

τ(p,∗)=p∗

τ(¬ψ,∗)=¬τ(ψ,∗)

τ(ψ1∨ψ2,∗)=τ(ψ1,∗)∨τ(ψ2,∗)

τ(〈A〉ψ,L+

−
) = 〈A〉〈A〉τ(ψ,++)

τ(〈A〉ψ,L+

−
) = 〈A〉〈A〉τ(ψ,−−)

τ(〈A〉ψ,−+) = 〈A〉τ(ψ,++)

τ(〈A〉ψ,−+) = 〈A〉〈A〉τ(ψ,−−)∨

([A]⊥∧(τ(ψ,−−)∨

〈A〉〈A〉〈A〉([A]⊥∧τ(ψ,−−))∨

〈A〉〈A〉〈A〉([A]⊥∧τ(ψ,−−))))

τ(〈A〉ψ,+−) = 〈A〉τ(ψ,−−)

τ(〈A〉ψ,+−) = 〈A〉〈A〉τ(ψ,++)∨

([A]⊥∧(τ(ψ,++)∨

〈A〉〈A〉〈A〉([A]⊥∧τ(ψ,++))∨

〈A〉〈A〉〈A〉([A]⊥∧τ(ψ,++))))

τ(〈A〉ψ,++) = 〈A〉τ(ψ,++)

τ(〈A〉ψ,++) = 〈A〉τ(ψ,++)∨〈A〉τ(ψ,−+)∨

〈A〉〈A〉τ(ψ,+−)∨

(〈A〉⊤∧τ(ψ,L+

−
))∨

([A]⊥∧(τ(ψ,+−)∨

〈A〉〈A〉〈A〉([A]⊥∧τ(ψ,+−))∨

〈A〉〈A〉〈A〉([A]⊥∧τ(ψ,+−))))

τ(〈A〉ψ,−−) = 〈A〉τ(ψ,−−)

τ(〈A〉ψ,−−) = 〈A〉τ(ψ,−−)∨〈A〉τ(ψ,+−)∨

〈A〉〈A〉τ(ψ,−+)∨

(〈A〉⊤∧τ(ψ,L+

−
))∨

([A]⊥∧(τ(ψ,−+)∨

〈A〉〈A〉〈A〉([A]⊥∧τ(ψ,−+))∨

〈A〉〈A〉〈A〉([A]⊥∧τ(ψ,−+))))

Fig. 3. The inductive definition of the translation function τ (·, ·).

Lemma 1. LetM be a Z-model, ψ(p1, . . . , pn) be an AA-formula, µ be the model
mapping of Definition 1, and τ be the formula mapping of Definition 2. For every
h, k ∈ N, with h < k, it holds that:

– µ(M), [h, k] |= τ(ψ,++) if and only if M, [h, k] |= ψ;
– µ(M), [h, k] |= τ(ψ,−+) if and only if M, [−h, k] |= ψ;
– µ(M), [h, k] |= τ(ψ,+−) if and only if M, [−k, h] |= ψ;
– µ(M), [h, k] |= τ(ψ,−−) if and only if M, [−k,−h] |= ψ;
– µ(M), [h, k] |= τ(ψ,L+

−) if and only if M, [−h, h] |= ψ.

Proof. The proof is by induction on the (structural) complexity of the formula.
The base case of proposition letters is trivial: it directly follows from the

definition of the evaluation V ′ of µ(M). The cases of the Boolean connectives ¬
and ∨ immediately follow from the inductive hypothesis.

Let us consider now the case of the formula 〈A〉ψ (the case of the formula
〈A〉ψ can be dealt with in a similar way).

We focus our attention on τ(〈A〉ψ,++). Let us assume thatM, [h, k] |= 〈A〉ψ
for some h, k ∈ N. We must distinguish two cases: either h > 0 or h = 0.
Suppose that h > 0. By definition, M, [h, k] |= 〈A〉ψ if and only if either (i)
M, [h′, h] |= ψ, for some h′ ≥ 0, or (ii) M, [−h′, h] |= ψ, for some −h < −h′ < 0,
or (iii) M, [−h′, h] |= ψ, for some −h′ < −h, or (iv) M, [−h, h] |= ψ. Let us
consider each of them separately (a graphical account of them is given in Figure
4).

(i) By inductive hypothesis, M, [h′, h] |= ψ if and only if µ(M), [h′, h] |=
τ(ψ,++). By definition of modality 〈A〉, it immediately follows that µ(M), [h,
k] |= 〈A〉τ(ψ,++). Then, by definition of τ(〈A〉ψ,++) (first disjunct), we
get µ(M), [h, k] |= τ(〈A〉ψ,++).
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M µ(M)

(i)

. . .
0 h′ h k

. . .

〈A〉ψψ

0 h′ h k
. . .

〈A〉τ(ψ,++)τ(ψ,++)

(ii)

−h
. . .

−h′

0 h k
. . .

〈A〉ψψ

0 h′ h k
. . .

〈A〉τ(ψ,−+)τ(ψ,−+)

(iii)

−h′

. . .

−h 0 h k
. . .

〈A〉ψψ

0 h k
. . .

h′

〈A〉〈A〉τ(ψ,+−)〈A〉τ(ψ,+−)

h < h′ < k h′ = k h′ > k

τ(ψ,+−)

τ(ψ,+−)

τ(ψ,+−)

(iv)

−h
. . .

0 h k
. . .

〈A〉ψψ

0 h k
. . .

〈A〉⊤ ∧ τ(ψ,L+

−
), 〈A〉⊤, τ(ψ,L+

−
)

⊤

Fig. 4. A graphical account of the proof for τ (〈A〉ψ,++) (when h > 0).

(ii) By inductive hypothesis, M, [−h′, h] |= ψ, with h′ < h, if and only if
µ(M), [h′, h] |= τ(ψ,−+). By definition of modality 〈A〉, it immediately fol-
lows that µ(M), [h, k] |= 〈A〉τ(ψ,−+), and then, by definition of τ(〈A〉ψ,++)
(second disjunct), we get µ(M), [h, k] |= τ(〈A〉ψ,++).

(iii) By inductive hypothesis, M, [−h′, h] |= ψ, with h′ > h, if and only if
µ(M), [h, h′] |= τ(ψ,+−). By hypothesis, h > 0, and thus, by definition of
modalities 〈A〉 and 〈A〉, µ(M), [h, h′] |= τ(ψ,+−) implies that µ(M), [h, k] |=
〈A〉〈A〉τ(ψ,+−). By definition of τ(〈A〉ψ,++) (third disjunct), we get µ(M),
[h, k] |= τ(〈A〉ψ,++).

(iv) By inductive hypothesis, M, [−h, h] |= ψ if and only if µ(M), [h, h′] |=
τ(ψ,L+

−) for all h
′ > h. In particular, µ(M), [h, k] |= τ(ψ,L+

−). Moreover, by

hypothesis, h > 0, and thus µ(M), [h, k] |= 〈A〉⊤. From µ(M), [h, k] |=
〈A〉⊤ ∧ τ(ψ,L+

−), by definition of τ(〈A〉ψ,++) (fourth disjunct), we get

µ(M), [h, k] |= τ(〈A〉ψ,++).

Let us consider now the case with h = 0. We must distinguish among three
possible ways of satisfying M, [h, k] |= 〈A〉ψ: either (i) M, [−k, h] |= ψ, or (ii)
M, [−h′, h] |= ψ, for some −k < −h′, or (iii)M, [−h′, h] |= ψ, for some−h′ < −k.
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M µ(M)

(i)

. . .
−k h = 0 k

. . .

〈A〉ψψ

0 k
. . .

[A]⊥ ∧ τ (ψ,+−), [A]⊥, τ (ψ,+−)

(ii)

. . .
−k −h′

h = 0 k
. . .

〈A〉ψψ

0 h′ k
. . .

〈A〉〈A〉〈A〉([A]⊥∧ τ (ψ,+−))

〈A〉〈A〉([A]⊥ ∧ τ (ψ,+−))

〈A〉([A]⊥ ∧ τ (ψ,+−))

[A]⊥, τ (ψ,+−)

(iii)

. . .
−h′ −k h = 0 k

. . .

〈A〉ψψ

0 k h′

. . .

[A]⊥ ∧ τ (ψ,+−), [A]⊥, τ (ψ,+−)

〈A〉([A]⊥ ∧ τ (ψ,+−))

〈A〉〈A〉([A]⊥ ∧ τ (ψ,+−))

〈A〉〈A〉〈A〉([A]⊥∧ τ (ψ,+−))

Fig. 5. A graphical account of the proof for τ (〈A〉ψ,++) (when h = 0).

Let us consider each of them separately (a graphical account of them is given in
Figure 5).

(i) By inductive hypothesis, M, [−k, h] |= ψ if and only if µ(M), [h, k] |=
τ(ψ,+−). Since, by hypothesis, h = 0, it also holds that µ(M), [h, k] |=
[A]⊥. By definition of τ(〈A〉ψ,++) (fifth disjunct), we get µ(M), [h, k] |=
τ(〈A〉ψ,++).

(ii) By inductive hypothesis, M, [−h′, h] |= ψ if and only if µ(M), [h, h′] |=
τ(ψ,+−). By definition of modalities 〈A〉 and 〈A〉, from µ(M), [h, h′] |=
τ(ψ,+−) and −k < −h′, it follows that µ(M), [h, k] |= 〈A〉〈A〉〈A〉([A]⊥ ∧
τ(ψ,+−)). As in the previous case, it also holds that µ(M), [h, k] |= [A]⊥.
Hence, by definition of τ(〈A〉ψ,++) (fifth disjunct), we get µ(M), [h, k] |=
τ(〈A〉ψ,++).

(iii) By inductive hypothesis, M, [−h′, h] |= ψ if and only if µ(M), [h, h′] |=
τ(ψ,+−). By definition of modalities 〈A〉 and 〈A〉, from µ(M), [h, h′] |=
τ(ψ,+−) and −h′ < −k, it follows that µ(M), [h, k] |= 〈A〉〈A〉〈A〉([A]⊥ ∧
τ(ψ,+−)). As in the previous cases, it also holds that µ(M), [h, k] |=|= [A]⊥.
Hence, by definition of τ(〈A〉ψ,++) (fifth disjunct), we get µ(M), [h, k] |=
τ(〈A〉ψ,++).
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The proof of the opposite implication is quite similar, and thus omitted.
The proof for the case τ(〈A〉ψ,−+) is essentially the same, and the proofs

for the cases τ(〈A〉ψ,+−) and τ(〈A〉ψ,−−) are straightforward. Hence, we leave
them to the reader.

M µ(M)

−h 0 h
. . .

−k
. . .

〈A〉ψψ

0 h k
. . .

〈A〉τ (ψ,−−) 〈A〉〈A〉τ (ψ,−−)

〈A〉〈A〉τ (ψ,−−), τ (ψ,−−)

〈A〉〈A〉τ (ψ,−−)

Fig. 6. A graphical account of the proof for τ (〈A〉ψ,L+
−).

Let us consider now the case of τ(〈A〉ψ,L+
−) (a graphical account of the

argument is given in Figure 6). Assume thatM, [−h, h] |= 〈A〉ψ for some h(> 0).
By definition, M, [−h, h] |= 〈A〉ψ if and only if M, [−k,−h] |= ψ, for some k. By
inductive hypothesis,M, [−k,−h] |= ψ if and only if µ(M), [h, k] |= τ(ψ,−−). By
definition of modalities 〈A〉, 〈A〉, µ(M), [h, k] |= τ(ψ,−−) implies µ(M), [h, h′] |=
〈A〉〈A〉τ(ψ,−−) for all h′ > h. Hence, by definition of τ(〈A〉ψ,L+

−), we get

µ(M), [h, h′] |= τ(〈A〉ψ,L+
−) for all h

′ > h. Once more, the proof of the opposite
implication is quite similar, and thus omitted. ⊓⊔

We are now ready to prove the main result of the section, that easily follows
from Lemma 1.

Theorem 3. There is a log-space reduction from the satisfiability problem for
AA over Z to the satisfiability problem for AA over N.

Proof. Let ϕ(p1, . . . , pn) be the AA-formula to be checked for satisfiability, and

let ϕZ→N(p
++
1 , p−+

1 , p+−
1 , p−−

1 , p
L

+

−

1 , . . . , p++
n , p−+

n , p+−
n , p−−

n , p
L

+

−

n ) be the follow-
ing AA-formula:

ψ0 ∧ ψL+

−

∧ τ(ϕ,++)

We claim that ϕ(p1, . . . , pn) is satisfiable over Z if and only if ϕZ→N(p
++
1 , p−+

1 ,

p+−
1 , p−−

1 , p
L

+

−

1 , . . . , p++
n , p−+

n , p+−
n , p−−

n , p
L

+

−

n ) is satisfiable over N.
Suppose thatM, [h, k] |= ϕ(p1, . . . , pn), for some Z-modelM and some inter-

val [h, k]. It immediately follows that µ(M), [h, k] |= ϕZ→N(p
++
1 , p−+

1 , p+−
1 , p−−

1 ,
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p
L

+

−

1 , . . . , p++
n , p−+

n , p+−
n , p−−

n , p
L

+

−

n ). The truth of the first and the second con-
junct follows from Definition 1; the truth of the third conjunct directly follows
from Lemma 1. The opposite implication can be proved in a similar way.

We now prove that the size of ϕZ→N(p
++
1 , p−+

1 , p+−
1 , p−−

1 , p
L+

−

1 , . . . , p++
n , p−+

n ,

p+−
n , p−−

n , p
L

+

−

n ) is polynomial (linear) in the size of ϕ(p1, . . . , pn). As usual, we
assume formulas to be represented by directed acyclic graphs (DAGs). For each
sub-formula of ϕ(p1, . . . , pn), there is a node in the DAG that represents it. Dis-
tinct nodes in the DAG for ϕ(p1, . . . , pn) correspond to distinct sub-formulas of
it, that is, a sub-formula with multiple occurrences in ϕ(p1, . . . , pn) is associated
with a single node of the DAG. The size of the formula ϕ(p1, . . . , pn), denoted
|ϕ(p1, . . . , pn)|, is the size of the DAG that represents it, measured by the number
of its nodes.
Let us start with the first conjunct ψ0. It can be easily checked that |ψ0| is O(n).
For each 1 ≤ i ≤ n, let us consider the sub-formula (p++

i ↔ p−+
i )∧(p−−

i ↔ p+−
i ).

We first rewrite it as (¬p++
i ∨p−+

i )∧(¬p−+
i ∨p++

i )∧(¬p−−
i ∨p+−

i )∧(¬p+−
i ∨p−−

i ).
Then, as ψ1∧ψ2 can be viewed as a shorthand for ¬(¬ψ1 ∨¬ψ2), we can further
rewrite it as ¬(¬(¬p++

i ∨p−+
i )∨¬(¬p−+

i ∨p++
i )∨¬(¬p−−

i ∨p+−
i )∨¬(¬p+−

i ∨p−−
i )).

Hence, 20 nodes (distinct sub-formulas) are needed to represent it. As any sub-
formula of the form [A]⊥ → θ can be rewritten as 〈A〉(¬p++

1 ∨ p++
1 ) ∨ θ, for

each 1 ≤ i ≤ n, at most 4 + 1 + 20 nodes are needed to represent the formula
[A]⊥ → (p++

i ↔ p−+
i ) ∧ (p−−

i ↔ p+−
i ). In fact, 2 nodes, instead of 4, suffice to

represent once and for all 〈A〉(¬p++
1 ∨ p++

1 ) (to expand the logical constant ⊤,
instead of introducing a fresh proposition letter, we make use of the proposition
letter p++

1 ), one for the sub-formula 〈A〉(¬p++
1 ∨p++

1 ) and one for the sub-formula
¬p++

1 ∨ p++
1 . Hence, the total number of nodes needed to represent the formula:

¬〈A〉〈A〉〈A〉〈A〉
∨

p∈{p1,...,pn}

¬([A]⊥ → (p++ ↔ p−+) ∧ (p−− ↔ p+−))

is (21 · n+ 2) + n+ (n− 1) + 5 = 23 · n+ 6.
In a similar way, we can prove that |ψL+

−

| is O(n). First, we rewrite ψL+

−

as

follows:

¬〈A〉〈A〉〈A〉〈A〉
∨

p∈{p1,...,pn}

(¬(¬pL+

− ∨ ¬〈A〉〈A〉¬pL+

−) ∨ ¬(〈A〉〈A〉¬pL+

− ∨ pL+

−))

For each 1 ≤ i ≤ n, we need 6 nodes to represent ¬pL+

−∨¬〈A〉〈A〉¬pL+

− , and only

1 additional node to represent 〈A〉〈A〉¬pL+

− ∨ pL+

− , as all its proper sub-formulas

are sub-formulas of ¬pL+

−∨¬〈A〉〈A〉¬pL+

− as well. Three further nodes are needed

to represent ¬(¬pL+

− ∨¬〈A〉〈A〉¬pL+

−)∨¬(〈A〉〈A〉¬pL+

− ∨ pL+

−). Hence, 10 nodes
are needed for any such formula. The total number of nodes of the DAG for ψL+

−

is thus 10 · n+ (n− 1) + 5 = 11 · n+ 4.
Let us consider now the third conjunct τ(ϕ,++). To give an upper bound to its
size, we proceed as follows. First, we create a ++ (resp., −−,−+,+−, L+

−) copy
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of the DAG for the input formula ϕ(p1, . . . , pn) by replacing each node labeled
with θ by a node labeled with τ(θ,++) (resp., τ(θ,−−), τ(θ,−+), τ(θ,+−), τ(θ,
L+
−)). Then, we observe that each node belonging to one of these 5 DAGs

may occur at most once in the DAG for the output formula ϕZ→N(p
++
1 , p−+

1 ,

p+−
1 , p−−

1 , p
L

+

−

1 , . . . , p++
n , p−+

n , p+−
n , p−−

n , p
L

+

−

n ), and, at worst, it may contribute
25 nodes (sub-formulas), the worst cases being those of the formulas τ(〈A〉ψ,++)
and τ(〈A〉ψ,−−)4. For instance, τ(〈A〉ψ,++) can be rewritten as 〈A〉τ(ψ,++)∨
〈A〉τ(ψ,−+)∨〈A〉〈A〉τ(ψ,+−)∨¬(¬〈A〉⊤∨¬τ(ψ,L+

−))∨¬(〈A〉⊤∨¬(τ(ψ,+−)∨
〈A〉〈A〉〈A〉¬(〈A〉⊤ ∨ ¬τ(ψ,+−)) ∨ 〈A〉〈A〉〈A〉¬(〈A〉⊤ ∨ ¬τ(ψ,+−)))). It can be
easily checked that, if we ignore nodes (sub-formulas) of the forms τ(ψ,++), τ(ψ,
−+), τ(ψ,+−), and τ(ψ,L+

−), whose contribution will be computed separately,

and the node (sub-formula) 〈A〉⊤, that has been already introduced by the
translation of ψ0, it features 25 distinct nodes (sub-formulas). A rough approxi-
mation of the size of the translation of the third conjunct is thus provided by the
following inequality: |τ(ϕ,++)| ≤ 25 · 5 · |ϕ(p1, . . . , pn)| = 125 · |ϕ(p1, . . . , pn)|.
Since |ϕ(p1, . . . , pn)| is Ω(n), we can conclude that |ϕZ→N(p

++
1 , p−+

1 , p+−
1 , p−−

1 ,

p
L

+

−

1 , . . . , p++
n , p−+

n , p+−
n , p−−

n , p
L

+

−

n )| is O(|ϕ(p1, . . . , pn)|). ⊓⊔

It is worth pointing out that, without loss of generality, in the proof of The-
orem 3, we have assumed that, whenever an AA-formula ϕ is satisfiable over
Z, then there exist a model M and an interval [h, k], with h, k ≥ 0, such that
M, [h, k] |= ϕ. In Z, for every AA-formula and every model M , it indeed holds
that M, [h, k] |= ϕ, for some ordered pair of integers h, k, if and only if for every
ordered pair of integers h′, k′, there exists a model M ′ such thatM ′, [h′, k′] |= ϕ.

5 On the separation of Q and R in AA (and not in A)

In this section, we show that AA is expressive enough to separate Q and R.
More precisely, we prove that if an AA-formula is satisfiable over R, then it is
satisfiable over Q as well, but the vice versa does not hold, that is, there exist
AA-formulas which are satisfiable over Q and unsatisfiable over R. To emphasize
the role of the modality 〈A〉 in such a separation result, we then show that this
is not the case with A: whenever an A-formula is satisfiable over R, then it is
satisfiable over Q as well (the proof is basically the same as that for AA), and,
vice versa, if an A-formula is satisfiable over Q, then it is also satisfiable over R.

To start with, we introduce some preliminary notions and results. Let ϕ be
an AA-formula to be checked for satisfiability. We define the closure CL(ϕ) of ϕ
as the set of all sub-formulas of ϕ and of their negations (we identify ¬¬ψ with
ψ, ¬〈A〉ψ with [A]¬ψ, and ¬〈A〉ψ with [A]¬ψ). Among the formulas in CL(ϕ),
a special role is played by temporal formulas. We define the set of temporal

4 It is worth pointing out that the choice of using DAGs to represent formulas plays
a crucial role here to guarantee that the size of the output formula is polynomial
(linear) in the size of the input one.
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formulas of ϕ as the set TF(ϕ) = {〈A〉ψ, [A]ψ, 〈A〉ψ, [A]ψ ∈ CL(ϕ)}. A maximal
set of requests for ϕ is a set S ⊆ TF(ϕ) that satisfies the following conditions:
(i) for every 〈A〉ψ ∈ TF(ϕ), 〈A〉ψ ∈ S if and only if [A]¬ψ 6∈ S, and (ii) for every
〈A〉ψ ∈ TF(ϕ), 〈A〉ψ ∈ S if and only if [A]¬ψ 6∈ S. We define a ϕ-atom as a set
A ⊆ CL(ϕ) such that (i) for every ψ ∈ CL(ϕ), ψ ∈ A if and only if ¬ψ 6∈ A, and
(ii) for every ψ1 ∨ ψ2 ∈ CL(ϕ), ψ1 ∨ ψ2 ∈ A iff ψ1 ∈ A or ψ2 ∈ A. Let us denote
by Aϕ the set of all ϕ-atoms. We connect atoms by a binary relation LRϕ such
that for every pair of atoms A1, A2 ∈ Aϕ, A1 LRϕ A2 if and only if (i) for every
[A]ψ ∈ CL(ϕ), if [A]ψ ∈ A1, then ψ ∈ A2, and (ii) for every [A]ψ ∈ CL(ϕ), if
[A]ψ ∈ A2, then ψ ∈ A1.

We now introduce a suitable labeling of interval structures based on ϕ-atoms
that will play an important role in the following proofs. We define a ϕ-labeled
interval structure (LIS for short) as a pair L = 〈I(D),L〉, where I(D) is an interval
structure and L : I(D) → Aϕ is a labeling function such that, for every pair of
neighboring intervals [i, j], [j, k] ∈ I(D), L([i, j]) LRϕ L([j, k]). If we interpret L
as a valuation function, LISs can be viewed as candidate models for ϕ: the truth
of formulas devoid of temporal operators follows from the definition of ϕ-atom,
and universal temporal conditions, imposed by [A]/[A] operators, are forced by
the relation LRϕ.

To turn a LIS into a model for ϕ, we must also guarantee the satisfaction
of existential temporal conditions, imposed by 〈A〉/〈A〉 operators. To this end,
we introduce the notion of fulfilling LIS. We say that a LIS L = 〈I(D),L〉 is
fulfilling if and only if (i) for every 〈A〉ψ ∈ TF(ϕ) and every [i, j] ∈ I(D), if
〈A〉ψ ∈ L([i, j]), then there exists k > j such that ψ ∈ L([j, k]) and (ii) for every
〈A〉ψ ∈ TF(ϕ) and every [i, j] ∈ I(D), if 〈A〉ψ ∈ L([i, j]), then there exists k < i

such that ψ ∈ L([k, i]).
The next theorem proves that for any AA-formula ϕ and any linearly-ordered

domain D, the satisfiability of ϕ is equivalent to the existence of a fulfilling LIS
with an interval labeled by ϕ.

Theorem 4. An AA-formula ϕ is satisfiable over a linearly-ordered domain D

if and only if there exists a fulfilling LIS L = 〈I(D),L〉 such that ϕ ∈ L([i, j])
for some [i, j] ∈ I(D).

The implication from left to right is straightforward; the opposite implication is
proved by induction on the structure of the formula [6]. It is worth pointing out
that the statement of Theorem 4 is parametric in D, that is, it holds whatever
linearly-ordered domain we take as D. On the basis of Theorem 4, from now on,
we say that a fulfilling LIS L = 〈I(D),L〉 satisfies ϕ if and only if there exists
an interval [i, j] ∈ I(D) such that ϕ ∈ L([i, j]).

Finally, we associate with each point the set of its temporal requests. For-
mally, given a LIS L = 〈I(D),L〉 and a point i ∈ D, we define the set of temporal
requests of i as the set REQL(i) = {〈A〉ξ ∈ TF(ϕ) : ∃ i′ ∈ D such that 〈A〉ξ ∈
L([i′, i])}∪{[A]ξ ∈ TF(ϕ) : ∃ i′ ∈ D such that [A]ξ ∈ L([i′, i])}∪{〈A〉ξ ∈ TF(ϕ) :
∃ i′ ∈ D such that 〈A〉ξ ∈ L([i, i′])} ∪ {[A]ξ ∈ TF(ϕ) : ∃ i′ ∈ D such that [A]ξ ∈
L([i, i′])}. For the sake of simplicity, we will write REQ(i) for REQL(i) whenever
the LIS L we refer to is evident from the context.
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We are now ready to prove our first result.

Theorem 5. Let ϕ be an AA-formula. It holds that if ϕ is satisfiable over R,
then it is satisfiable over Q.

Proof. By Theorem 4 (left-to-right direction), from the satisfiability of ϕ over
R, we can infer the existence of a fulfilling LIS L = 〈I(R),L〉 that satisfies ϕ.

We show that, making use of such a LIS, one can produce a fulfilling LIS
L′ = 〈I(Q),L′〉 that satisfies ϕ. More precisely, we show that L′ can be obtained
as the limit of an infinite sequence of finite LIS L0, L1, . . . over (finite suborders
of) Q starting from a suitable LIS L0. We show now how to build L0 and how
to expand Li into Li+1, for each i ≥ 0.

The initial LIS L0 is a pair 〈{[i, j]},L0〉, where i, j ∈ Q and ϕ ∈ L0([i, j]).
Since L satisfies ϕ, there exist h, k ∈ R such that ϕ ∈ L([h, k]). To mimic h, k in
L0, we choose i, j ∈ Q such that the function f0 : {i, j} → R with f0(i) = h and
f0(j) = k is (strictly) monotone. Moreover, we put L0([i, j]) = L([f0(i), f0(j)]).
Finally, if there exists 〈A〉ψ ∈ REQ(f0(j)) (resp., 〈A〉ψ ∈ REQ(f0(i))), we insert
i (resp., j) in a queue Q0 of pending requests.

Let Li = 〈I(Di),Li〉, where Di is a finite linear order, be the i-the LIS in the
sequence, and let l be the first element of Qi. Three alternative cases must be
taken into account.

Let 〈A〉ψ ∈ REQ(fi(l)) be such that there is not m ∈ Di, with m > l, such
that ψ ∈ Li([l,m]) (future pending request). The LIS Li+i can be obtained from
Li as follows. First, we expand Di into Di+1 by adding a point m (resp., n)
such that m < h (resp., n > h) for each h ∈ Di, and by adding, for any pair of
consecutive points h, k ∈ Di, a point p, with h < p < k, the existence of such
a point being guaranteed by the density of Q. Then, we replace the queue Qi
by a queue Qi+1, which is obtained from Qi by inserting all these additional
points. Next, we replace fi by a mapping fi+1. For each h ∈ Di, we simply
put fi+1(h) = fi(h). The case of points in Di+1 \ Di is more complex. As a
preliminary step, we observe that, since L is a fulfilling LIS, there exists o ∈ R

such that fi(l) < o and ψ ∈ L([fi(l), o]). For each p ∈ Di+1 \ Di, we must
distinguish among three cases. If p is less than the least point h in Di, we put
fi+1(p) = q for some q < fi(h). If p is greater than the greatest point h in Di,
then if o > fi(h), we put fi+1(p) = o; otherwise, we put fi+1(p) = q for some
q > fi(h). Finally, if h < p < k for a pair of consecutive points h, k ∈ Di, then
if fi(h) < o < fi(k), we put fi+1(p) = o; otherwise, we put fi+1(p) = q for
some fi(h) < q < fi(k). The existence of such a point q is guaranteed by the left
unboundeness (resp., right unboundeness, density) of R, respectively. Finally, for
each interval [h, k] ∈ I(Di+1) \ I(Di), we put Li+1([h, k]) = L([fi+1(h), fi+1(k)]),
and we let Li+1([h, k]) = Li([h, k]) for each pair [h, k] ∈ I(Di).

The case in which there exists no such a formula 〈A〉ψ ∈ REQ(fi(l)), but
there exists a formula 〈A〉ψ ∈ REQ(fi(l)) for which there is not m ∈ Di, with
m < l, such that ψ ∈ Li([m, l]) (past pending request), can be dealt with in a
very similar way (the construction is completely symmetric).

If l has neither future pending requests nor past pending requests, we remove
it from Qi+1, and, to build Li+i, we basically apply the above-described expan-
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sion strategy to Li, the only difference being that there are no constraints on
fi+1 apart from that of preserving monotonicity.

We define L′ as the (component-wise) infinite union ∪i≥0Li.
By Theorem 4 (right-to-left direction), the existence of a fulfilling LIS L′ =

〈I(Q),L′〉 that satisfies ϕ implies the satisfiability of ϕ over Q. ⊓⊔

We now show that the opposite implication does not hold. Let θ be the AA-
formula p∧〈A〉〈A〉q ∧ [G]((p → 〈A〉p)∧ (q → 〈A〉q)∧ (p → [A]([A]p∧ [A][A]p))∧
(q → [A]([A]q ∧ [A][A]q)) ∧ ¬(p ∧ q) ∧ (¬p ∧ ¬q → 〈A〉p ∧ 〈A〉q)). We can prove
the following theorem.

Theorem 6. The AA-formula θ is satisfiable over Q, but it is not satisfiable
over R.

Proof. We first show that θ is satisfiable over Q by exhibiting a model M =
〈I(Q), V 〉 for it. Let AP = {p, q} and let r ∈ R \ Q, say, r =

√
2. For every

interval [q, q′] ∈ I(Q), we define V as follows:

V (p) = {[i, j] : j < r}

V (q) = {[i, j] : i > r}
It can be easily checked that M satisfies θ. A graphical account of the model is
given in Figure 7.

θ, p
. . .

p, 〈A〉p, 〈A〉〈A〉q
¬p,¬q, 〈A〉p, 〈A〉q

p p p
. . .

√
2 qqq
. . .

q, 〈A〉q, 〈A〉〈A〉p
. . .

Fig. 7. A model for the AA-formula θ over Q.

We now prove that θ is not satisfiable over R. Suppose, by contradiction, that
there exists an R-model M = 〈I(R), V 〉 for it. Let SMp and SMq be two subsets
of R that respectively collect all points which are right endpoints of intervals
where p holds and all points which are left endpoints of intervals where q holds.
Formally, let SMp = {r ∈ R : ∃r′ ∈ R such that r′ < r and [r′, r] ∈ V (p)} and

SMq = {r ∈ R : ∃r′ ∈ R such that r′ > r and [r, r′] ∈ V (q)}.
The two conjuncts p and 〈A〉〈A〉q respectively force SMp and SMq to be non-

empty. We now show that SMp ∩ SMq = ∅. By contradiction, suppose that there

exists r ∈ SMp ∩ SMq . By p → 〈A〉p, it follows that there exists r′, with r < r′,

such that [r, r′] ∈ V (p). Moreover, by q → [A]([A]q ∧ [A][A]q), [r, r′] ∈ V (q).
The contradiction immediately follows from ¬(p ∧ q). Next, we show that R =
SMp ∪ SMq . By the conjunct ¬(p ∧ q), for any interval [r, r′] ∈ I(R), we have
that one, and only one, of the following cases applies: (i) [r, r′] ∈ V (p) and
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[r, r′] 6∈ V (q), (ii) [r, r′] ∈ V (q) and [r, r′] 6∈ V (p), and (iii) [r, r′] 6∈ V (p) and
[r, r′] 6∈ V (q). In case (i), by definition, r′ ∈ SMp and, by p→ [A]([A]p∧ [A][A]p)),

r ∈ SMp as well. By the same argument, with the obvious replacements, in

case (ii), we can conclude that both r ∈ SMq and r′ ∈ SMq . In case (iii), from

¬p ∧ ¬q → 〈A〉p ∧ 〈A〉q), it immediately follows that r ∈ SMp and r′ ∈ SMq .

Finally, we prove that for every rp ∈ SMp and rq ∈ SMq , rp < rq. By contradiction,

suppose that there exist rp ∈ SMp and rq ∈ SMq , rq < rp (rq cannot be equal

to rp, as S
M
p ∩ SMq = ∅). By q → [A]([A]q ∧ [A][A]q), [rq, rp] ∈ V (q), and, by

p → [A]([A]p ∧ [A][A]p), [rq, rp] ∈ V (p). Again, the contradiction immediately
follows from ¬(p ∧ q).

To summarize, we have that SMp and SMq define an ordered partition of R.

Since R is Dedekind-complete, it immediately follows that both sup (SMp ) and

inf (SMq ) exist, and sup (SMp ) = inf (SMq ). Let r = sup (SMp ) = inf (SMq ). Let
us take now an interval of the form [r, r], for some r < r in R. We show that
there is no way to consistently define the truth value of p and q over [r, r]. Four
different cases must be considered:

– [r, r] ∈ V (p) and [r, r] ∈ V (q). By the conjunct ¬(p ∧ q), this cannot be the
case.

– [r, r] ∈ V (p) and [r, r] 6∈ V (q). By p → 〈A〉p, it follows that there exists
r′ > r such that [r, r′] ∈ V (p), which contradicts the fact that r = sup (SMp ).

– [r, r] 6∈ V (p) and [r, r] ∈ V (q). Since r < r, this contradicts the fact that
r = inf (SMq ) .

– [r, r] 6∈ V (p) and [r, r] 6∈ V (q). By ¬p∧¬q → 〈A〉p∧〈A〉q, it follows that there
exists r′ > r such that [r, r′] ∈ V (q). Hence, by q → 〈A〉q, there exists r′′ < r

such that [r′′, r] ∈ V (q) , which contradicts the fact that r = inf (SMq ). ⊓⊔

In the following, we show that if we remove the past operator 〈A〉 from AA,
the ability of separating Q and R is lost.

Theorem 7. Let ϕ be an A-formula. It holds that if ϕ is satisfiable over R, then
it is satisfiable over Q.

Proof. Since A is a proper fragment of AA, the thesis immediately follows from
Theorem 5. ⊓⊔

Theorem 8. Let ϕ be an A-formula. It holds that if ϕ is satisfiable over Q, then
it is satisfiable over R.

Proof. By Theorem 4 (left-to-right direction), from the satisfiability of ϕ over
Q, we can infer the existence of a fulfilling LIS L = 〈I(Q),L〉 that satisfies ϕ. A
fulfilling LIS L′ = 〈I(R),L′〉 that satisfies ϕ can be built as follows.

First, for every pair of points i, j ∈ Q, we put L′([i, j]) = L([i, j]). Notice that,
since L satisfies ϕ, there exists an interval [i, j] ∈ I(R) such that ϕ ∈ L′([i, j]),
and thus L′ satisfies ϕ.
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Let us define now the labeling of those intervals whose left or right endpoints
belong to R \ Q. We observe that, for any point i ∈ R \ Q and any ǫ > 0, Q is
dense over [i, i+ǫ]. Hence, there exists an infinite descending sequence of rational
numbers Si = i1 > i2 > i3 > . . . such that REQ(i1) = REQ(i2) = REQ(i3) =
. . . = Ri, and for every ǫ > 0, there exists an index l such that all elements im
of Si with m ≥ l belong to [i, i+ ǫ]. We put REQ(i) = Ri.

We first show how to fulfil all requests in REQ(i). Let in be an arbitrary
element of Si. For every h ∈ Q, with h > in, we put L′([i, h]) = L([in, h]). Each
request in REQ(in) is obviously fulfilled in L, as L is a fulfilling LIS. Then, it
immediately follows that each request in REQ(i) is fulfilled in L′.

To complete the construction of L′, for every i ∈ R \Q, we need to properly
define the labeling of the intervals of the form [i, j] for (i) each j ∈ R \ Q,
with j > in, (ii) each j ∈ Q, with i < j ≤ in, and (iii) each j ∈ R \ Q, with
i < j ≤ in. As for case (i), let j ∈ R \ Q, with j > in, and let REQ(j) = Rj .
By definition, there exists an infinite descending sequence of rational numbers
Sj = j1 > j2 > j3 > . . . such that REQ(j1) = REQ(j2) = REQ(j3) = . . . = Rj ,
and for every ǫ > 0, there exists an index o such that all elements jp of Sj with
p ≥ o belong to [j, j + ǫ]. Let jq be an arbitrary element of such a sequence. We
put L′([i, j]) = L([in, jq]). Let us consider now case (ii). For every j ∈ Q, with
i < j ≤ in, there exists an index o, with o > n, such that io ∈ Si and io < j.
We put L′([i, j]) = L([io, j]). Finally, let us consider case (iii). Let j ∈ R \ Q,
with i < j ≤ in, and let REQ(j) = Rj . We choose an element jq in Sj as in
case (i), and we choose an element io ∈ Si, with io < j, as in case (ii). We put
L′([i, j]) = L([io, jq]).

By Theorem 4 (right-to-left direction), the existence of a fulfilling LIS L′ =
〈I(R),L′〉 that satisfies ϕ implies the satisfiability of ϕ over R. ⊓⊔

We believe it useful to explain why the construction given in the proof of
Theorem 8 does not work in the case of AA. The reason is that, in order to
properly associate a set of requests REQ(i) with a point i ∈ R \Q when dealing
with AA, we must constrain REQ(i) to be consistent with both the infinite
descending sequence of rational numbers to the right of it of Theorem 8 and a
corresponding infinite ascending sequence of rational numbers to the left of it.
Unfortunately, there are cases in which there is no way to jointly satisfy these
constraints. One of these cases is given in the proof of Theorem 6.

We conclude the section by pointing out the differences between the results
given in this section and those reported in the previous one. On the one hand,
it can be easily shown that AA can separate N and Z. Consider, for instance,
the AA-formula p ∧ [G](p → 〈A〉p), which forces the existence of an infinite-
to-the-left sequence of intervals over which p holds. This formula is satisfiable
over Z, but it is not satisfiable over N. On the other hand, from the fact that
satisfiability of an AA formula over R implies its satisfiability over Q, we cannot
conclude that there is a way to reduce the satisfiability problem for AA over R
to its satisfiability problem over Q. To this end, we should be able to provide a
characterization of the class of Q-models corresponding to R-models in AA, as
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we did in Section 4 in the case of Z-models and N-models, and we are not (a
simple game-theoretic argument can be used to prove it).
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