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Abstract. Interval temporal logics provide a natural framework for
temporal reasoning about interval structures over linearly ordered do-
mains, where intervals are taken as the primitive ontological entities.
In this paper, we identify all fragments of Halpern and Shoham’s in-
terval temporal logic HS whose finite satisfiability problemis decid-
able. We classify them in terms of both relative expressive power and
complexity. We show that there are exactly 62 expressively-different
decidable fragments, whose complexity ranges from NP-complete to
non-primitive recursive (all other HS fragments have been already
shown to be undecidable).

1 Introduction

Interval temporal logics provide a natural framework for temporal
reasoning about interval structures over linearly (or partially) ordered
domains. They take time intervals as the primitive ontological enti-
ties and define truth of formulas relative to time intervals,rather than
time points. In the so-calledpure (or strict) approach, which is the
one we focus on in this paper, intervals with coincident endpoints are
excluded from the semantics. Interval logic modalities correspond
to various relations between pairs of intervals. In particular, the well-
known logic HS, introduced by Halpern and Shoham in [14], features
a set of modalities that make it possible to express all Allen’s interval
relations [1]. Interval-based formalisms have been extensively used
in various areas of AI, such as, for instance, planning, theories of
action and change, natural language processing, and constraint sat-
isfaction. However, most of them make severe syntactic and seman-
tic restrictions that considerably weaken their expressive power. In-
terval temporal logics relax these restrictions, thus allowing one to
cope with much more complex application domains and scenarios.
Unfortunately, many of them, including HS and the majority of its
fragments, turn out to be undecidable (an up-to-date comprehensive
survey can be found in [11]).

One of the few cases of a decidable interval logic with truly
interval-based semantics, that is, not reducible to point-based seman-
tics, is Propositional Neighborhood Logic, denoted byAA. It is the
fragment of HS with two modalities corresponding to Allen’srela-
tionsmeetsandmet by(the complete list of Allen’s relations can be
found in Fig. 1).AA has been intensively studied and its decidability
has been proved with respect to various classes of interval structures
(all, dense, and discrete linear orders, natural numbers, integers, ra-
tionals) [5, 12].
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In this paper, we focus our attention on the class of all finitelin-
ear orders, that come into play in a variety of application domains.
Consider, for instance, planning problems. They consist offinding a
finite partially-ordered sequence of actions that, appliedto an initial
world state, leads to a final state (the goal), within a bounded amount
of time, satisfying suitable conditions about which sequence of states
the world must go through. We give a complete picture of HS frag-
ments with respect to (un)decidability of their satisfiability problem
over finite linear orders, reviewing known results and providing miss-
ing ones. In particular, we identify the set of all expressively-different
decidable fragments, and we determine the exact complexityof each
of them. We will denote HS fragments by the set of their modal-
ities, in alphabetical order, and omitting those which are definable
in terms of the others (in the considered fragment). As we will see,
if we restrict our attention to decidable fragments, the only defin-
able operators are〈L〉 and 〈L〉, corresponding to Allen’s relations
after and before, respectively:〈L〉 can be defined as〈A〉〈A〉, and
〈L〉 by〈A〉〈A〉. Moreover, thanks to the highly symmetrical structure
of the class of decidable fragments, all decidability results for frag-
ments involving modalities〈B〉 and〈B〉 (for Allen’s relationsstarts
andstarted by) can be immediately transferred to mirror fragments
involving modalities〈E〉 and〈E〉 (for Allen’s relationsfinishesand
finished by). More precisely, each HS fragment in Fig. 2 can be trans-
formed into its mirror image by reversing the time order and replac-
ing 〈A〉 by 〈A〉, 〈A〉 by 〈A〉, 〈L〉 by 〈L〉, 〈L〉 by 〈L〉, 〈B〉 by 〈E〉,
and〈B〉 by 〈E〉. We will refer to the Hasse diagram obtained by re-
placing each fragment with its mirror image as the mirror diagram.
Fig. 2 displays 35 different decidable fragments. If we pairthem with
the fragments in the mirror diagram, we obtain a total of 62 different
decidable fragments (8 fragments belong to both diagrams).

Most of the results reported in this paper were already known:
BB (and thus also its fragmentsB and B) is NP-complete [13];
AA and all its fragments featuring at least one between〈A〉 and
〈A〉 are NEXPTIME-complete [5, 7];AB, ABB, and ABBL are
EXPSPACE-complete [9, 18];AAB AAB, and AABB are non-
primitive recursive [17]. In this paper, we complete the picture by
proving the following new results:(i) NP-completeness (in partic-
ular, NP-membership) ofBB can be lifted toBBLL and each of
its (other) fragments;(ii) EXPSPACE-completeness (in particular,
EXPSPACE-hardness) ofAB can be adapted to prove thatAB is
EXPSPACE-complete as well;(iii) non-primitive recursiveness of
AAB can be sharpened to bothAB andAB; and(iv) results in [10]
can be easily adapted to the case of finite linear orders, thusshowing
that the proposed classification of the considered fragments with re-
spect to their expressive power is sound and complete. Pairing (iv)
with already known undecidability results, we can concludethat the
classification of HS fragments with respect to finite satisfiability is
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Figure 1. Allen’s interval relations and the corresponding HS modalities.

now complete. In particular, we would like to point out that frag-
mentsD andD, andO andO have been shown to be indecidable
in [16] and [6], respectively. Undecidability of any fragment includ-
ing them immediately follows. Similarly, undecidability of any frag-
ment includingBE, BE, BE, orBE has been shown in [3].

2 Preliminaries

Let D = 〈D,<〉 be a finite linearly ordered set. Aninterval overD
is an ordered pair[x, y], wherex, y ∈ D andx < y (strict seman-
tics). There are 12 different non-trivial ordering relations (excluding
equality) between any pair of intervals in a linear order, often called
Allen’s relations[1]: the six relations depicted in Fig. 1 and the in-
verse ones. We interpret interval structures as Kripke structures and
Allen’s relations as accessibility relations, thus associating a modal-
ity 〈X〉 with each Allen’s relationRX . For each operator〈X〉, its
inverse(or transpose), denoted by〈X〉, corresponds to the inverse
relationRX of RX (that is,RX = (RX)−1).

Halpern and Shoham’s logic HS is a multi-modal logic with for-
mulas built on a setAP of proposition letters, the boolean connec-
tives∨ and¬, and a modality for each Allen’s relation. We denote by
X1 . . .Xk the fragment of HS featuring a modality for each Allen’s
relation in the subset{RX1

, . . . , RXk
}. Formulas ofX1 . . .Xk are

defined by the grammar:

ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | 〈X1〉ϕ | . . . | 〈Xk〉ϕ.

The other boolean connectives can be viewed as abbreviations,
and the dual operators[X] are defined as usual, that is,[X]ϕ ≡
¬〈X〉¬ϕ. Given a formulaϕ, its length, denoted by|ϕ|, is the num-
ber of its symbols. The semantics of HS is given in terms ofinterval
modelsM = 〈I(D), V 〉, whereI(D) is the set of all intervals over
D andV : AP 7→ 2I(D) is avaluation functionthat assigns to every
p ∈ AP the set of intervalsV (p) over whichp holds. Thetruth of a
formula over a given interval[x, y] in an interval modelM is defined
by structural induction on formulas: (i) a proposition letter p is true
over an interval[x, y] iff [x, y] ∈ V (p); (ii) boolean connectives are
dealt with in the standard way; (iii) for each modality〈X〉, it holds
thatM, [x, y]  〈X〉ψ iff there exists an interval[x′, y′] such that
[x, y]RX [x′, y′] andM, [x′, y′]  ψ, whereRX is the relation cor-
responding to〈X〉. An HS-formulaφ is valid, denoted by φ, if it
is true on every interval in every interval model.

3 Expressiveness and Undecidability

In this section, we study the expressive power of HS fragments
over the class of finite linear orders. Given a fragmentF =
X1X2 . . .Xk and a modal operator〈X〉, we write〈X〉 ∈ F if X ∈

{X1, . . . , Xk}. Given two fragmentsF1 andF2, we writeF1 ⊆ F2

if 〈X〉 ∈ F1 implies〈X〉 ∈ F2, for every modality〈X〉.

Definition 1 AnHSmodality〈X〉 is definablein anHS fragmentF ,
denoted〈X〉 � F , if 〈X〉p ≡ ψ(p) for some formulaψ(p) ∈ F ,
for any fixed proposition letterp. The equivalence〈X〉p ≡ ψ(p) is
called aninter-definability equation for〈X〉 in F .

In [14], Halpern and Shoham show that, according to strict seman-
tics, all HS modalities are definable in the fragment featuring the
modalities〈A〉, 〈B〉, and〈E〉, and their transposes〈A〉, 〈B〉, and
〈E〉 (in case non-strict semantics is assumed, the four modalities
〈B〉, 〈E〉, 〈B〉, and〈E〉 suffice, as shown in [21]). Given two HS
fragmentsF1 andF2, we say thatF2 is at least as expressive asF1

(F1 � F2) if each operator〈X〉 ∈ F1 is definable inF2, and that
F1 is strictly less expressivethanF2, (F1 ≺ F2), if F1 � F2, but
not F2 � F1. Moreover, we say thatF1 andF2 areexpressively
incomparable(F1 6≡ F2), if neitherF1 � F2 norF2 � F1.

In order to show non-definability of a given modality in a certain
fragment, we use the standard notion ofbisimulation, and the invari-
ance of modal formulas with respect to bisimulations (see, e.g., [2]).
More precisely, we exploit the fact that anyF-bisimulation preserves
the truth ofall formulas inF . Thus, to prove that a modality〈X〉 is
not definable inF , it suffices to construct a pair of interval models
M andM ′ and aF-bisimulation between them, relating a pair of
intervals[a, b] ∈ M and[a′, b′] ∈ M ′, such thatM, [a, b]  〈X〉p,
whileM ′, [a′, b′] 6 〈X〉p.

To prove that Fig. 2 is sound and complete with respect to the class
of finite linear orders (see Theorem 4 below), we focus our attention
onAABB and its fragments showing that(i) each pair of fragments
which are not related to each other in Fig. 2 are expressivelyincom-
parable;(ii) an edge from a fragmentF1 to a fragmentF2 means that
F2 ≺ F1; and(iii) each fragment which is displayed neither in Fig. 2
nor in the mirror diagram is undecidable. It can be easily shown that
(i) and(ii) are immediate consequences of the following lemma.

Lemma 2 〈L〉p ≡ 〈A〉〈A〉p and〈L〉p ≡ 〈A〉〈A〉p are all and only
the inter-definability equations forAABB over finite linear orders.

Proof. The soundness proof is straightforward. To prove that these
equations are the only possible ones, for each operator〈X〉 ∈
AABB, we show that〈X〉 is not definable in the maximal frag-
ment ofAABB not containing〈X〉 itself. This amounts to prove
that: (1) 〈A〉 ⋪ ABBL and 〈A〉 ⋪ ABBL; (2) 〈B〉 ⋪ AAB and
〈B〉 ⋪ AAB; and(3) 〈L〉 ⋪ ABB and〈L〉 ⋪ ABB.

As for (1), let M1 = 〈I(D), V1〉 andM2 = 〈I(D), V2〉 be two
models based onD = {0, 1, 2}, with the usual ordering,V1 andV2

be such thatV1(p) = {[1, 2]} andV2(p) = ∅, wherep is the only
proposition letter inAP , andZ be a relation between (intervals of)
M1 andM2 defined asZ = {([0, 1], [0, 1]), ([0, 2], [0, 2])}. It can
be easily shown thatZ is anABBL-bisimulation. The local property
trivially holds, since allZ-related intervals satisfy¬p. As for for-
ward and backward conditions, starting from interval[0, 1], modali-
ties inABBL only allows one to reach interval[0, 2] (and vice versa),
that in both models satisfies¬p. Hence, since([0, 1], [0, 1]) ∈ Z, it
holds thatM1, [0, 1]  ψ iff M2, [0, 1]  ψ, for everyψ ∈ ABBL.
However,M1, [0, 1]  〈A〉p, butM2, [0, 1]  ¬〈A〉p. Therefore,
〈A〉 ⋪ ABBL. A similar (reversed) argument works for〈A〉.

As for (2), let M1 andM2 be defined as in case(1), the only
difference being thatV1(p) = {[0, 2]} andV2(p) = ∅, andZ =
{([0, 1], [0, 1]), ([1, 2], [1, 2])}. It can be easily shown thatZ is an
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AĀB̄
1
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Ā
3

L
4

B
4

B̄
4

L̄
4

Figure 2. Hasse diagram of all and only decidable fragments of HS over finite linear orders.

AAB-bisimulation. The only interval that differentiates the two mod-
els (interval [0, 2]) is not reachable from[0, 1] by using modali-
ties in AAB. Since([0, 1], [0, 1]) ∈ Z, M1, [0, 1]  〈B〉p, and
M2, [0, 1]  ¬〈B〉p, we can conclude that〈B〉 ⋪ AAB. As before,
a reversed argument works for〈B〉.

As for (3), let M1 = 〈I(D), V1〉 andM2 = 〈I(D), V2〉, where
D = {0, 1, 2, 3}, with the usual ordering, andV1 andV2 are such
that V1(p) = {[0, 1]} and V2(p) = ∅. Z = {([2, 3], [2, 3])} is
anABB-bismulation, as no interval is reachable from[2, 3]. Since
M1, [2, 3]  〈L〉p andM2, [2, 3]  ¬〈L〉p, it follows that 〈L〉 ⋪

ABB. A similar argument works for〈L〉 ⋪ ABB.

Property(iii) can be proved by pairing Lemma 2 with known unde-
cidability results for HS fragments.

Lemma 3 Each HS fragment which is displayed neither in Fig. 2
nor in the mirror diagram is undecidable over finite linear orders.

Proof. First, observe that, by Lemma 2, Fig. 2 contains all
expressively-different fragments of HS featuring modalities from
the set{〈A〉, 〈A〉, 〈B〉, 〈B〉, 〈L〉, 〈L〉}. Now, by contradiction, sup-
pose that there exists a decidable fragmentF which is not in-
cluded in Fig. 2 or in the mirror diagram. By the previous obser-
vation,F must contain at least one modality from the set{〈D〉, 〈D〉,
〈O〉, 〈O〉, 〈E〉, 〈E〉}. If it contains one modality from the set
{〈D〉, 〈D〉, 〈O〉, 〈O〉}, then it is undecidable, since all HS fragments
featuring one (and only one) of these modalities are alreadyunde-
cidable [6, 16]. Hence,F must contain at least one modality in
the set{〈E〉, 〈E〉}. This prevents modalities〈B〉 and〈B〉 to be in-
cluded inF , as they would immediately yield undecidability [3].
Then, it follows thatF can contain only modalities from the set
{〈A〉, 〈A〉, 〈E〉, 〈E〉, 〈L〉, 〈L〉}, and thus it must belong to the mir-
ror diagram (contradiction).

Theorem 4 The Hasse diagram in Fig. 2, together with the mirror
diagram, displays all and only decidable fragments ofHS over the
class of finite linear orders, and their relative expressivepower.

4 NP-completeness

In this section, we prove that NP-completeness ofBB [13] can
be extended toBBLL. Since the satisfiability problem for proposi-

tional logic is itself NP-complete,BBLL and its fragments are NP-
hard. The core of this section is a membership proof, namely,NP-
membership. By a model-theoretic argument, we show that finite
satisfiability of aBBLL-formula ϕ can be reduced to satisfiability
in a model whose domain has a cardinality lower than a certainvalue
which is polynomial in|ϕ|.

As a preliminary step, we show that satisfiability of aBBLL-
formula ϕ in a finite modelM = 〈I({0, . . . , N}), V 〉 can be re-
duced to satisfiability of the formulaτ (ϕ) = ϕ ∨ 〈B〉ϕ ∨ 〈L〉ϕ ∨
〈L〉〈L〉(ϕ ∨ 〈B〉ϕ) over the interval[0, 1], that is,M, [x, y]  ϕ if
and only ifM, [0, 1]  τ (ϕ). The reader can easily check that the
transformationτ does not work wheneverN = 2 (resp.,N = 3)
andϕ is satisfied by the interval[1, 2] (resp., by[1, 3]). However, in
both cases, by a bisimulation argument, we can prove that there ex-
ists a modelM ′ = 〈I({0, . . . , N ′}), V 〉, with N ′ < N , such that
M ′, [0, 1]  ϕ. Thus, we can safely restrict our attention to the prob-
lem of satisfiability over[0, 1] (initial satisfiability).

Given aBBLL-formula ϕ, let Cl(ϕ) be the set of all its sub-
formulas and of their negations, and letM be a model such that
M, [0, 1]  ϕ. For each pointx of the domain ofM , let RL(x)
(resp.,RL(x)) be the maximal subset ofCl(ϕ) consisting of all and
only 〈L〉-formulas (resp.,〈L〉-formulas) and their negations that are
satisfied over intervals ending (resp., beginning) atx. It can be eas-
ily checked that all intervals ending (resp., beginning) atthe same
point satisfy the same〈L〉-formulas (resp.,〈L〉-formulas) and their
negations. LetR(x) = RL(x) ∪ RL(x). R(x) is consistent, as it
cannot contain a formula and its negation. Now, letR be the subset
of Cl(ϕ) that contains all possible〈L〉- and〈L〉-formula and their
negations.|R| is polynomial (linear) in|ϕ|.

Lemma 5 Letϕ be aBBLL-formula. Then,ϕ is initially satisfiable
over a finite model if and only if it is initially satisfiable over a model
M = 〈I({0, . . . , N}), V 〉, withN ≤ (mL + 1) ·mB +mL + 2,
wheremL = 2 · |R| andmB is the cardinality of the set of all〈B〉-
and〈B〉-formulas inCl(ϕ).

Proof. One direction is trivial. As for the other, let us assume thatϕ is
initially satisfied over a finite modelM = 〈I({0, . . . , N}), V 〉, with
N > (mL+1)·mB+mL+2. For eachψ ∈ Cl(ϕ) such that〈L〉ψ ∈
R(x), for some1 < x < N , we choose an interval[xψmax, y

ψ
max]

such that it satisfiesψ and for eachz > xψmax no interval starting atz
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satisfiesψ. We collect all such points into a set (ofL-blockedpoints)
BlL ⊂ {0, . . . , N}. Next, for eachψ ∈ Cl(ϕ) such that〈L〉ψ ∈
R(x), for some1 < x < N , we choose an interval[xψmin, y

ψ
min]

such that it satisfiesψ and for eachz < y
ψ
min no interval ending atz

satisfiesψ. We collect all pointsxψmin, y
ψ
min into a set (ofL-blocked

points)BlL̄ ⊂ {0, . . . , N}. Let Bl = BlL ∪ BlL̄. It holds that
|Bl| ≤ mL.

Now, letBl = {x1 < x2 < . . . < xn}. For each1 ≤ i < n, let
Bli = {x|xi < x < xi+1}; moreover, letBl0 = {x|0 < x < x1}
andBln = {x|xn < x < N}. We prove that ify, y′ ∈ Bli, for
some0 ≤ i ≤ n, thenR(y) = R(y′). Suppose, by contradiction,
that this is not the case, that is, assumeR(y) 6= R(y′). If 〈L〉ψ ∈
R(y) and〈L〉ψ 6∈ R(y′), then, by definition,[L]¬ψ ∈ R(y′). This
implies thaty < y′, as〈L〉 is transitive. Now, consider the above-
defined interval[xψmax, y

ψ
max]. Two cases may arise: eitherxψmax <

y or xψmax > y′. In the former case, since〈L〉ψ ∈ R(y), there must
be an interval[x′′, y′′], with x′′ > y, that satisfiesψ, thus contradict-
ing the definition ofxψmax. In the latter case,[L]¬ψ 6∈ R(y′), against
the hypothesis. The case in which〈L〉ψ ∈ R(y) and〈L〉ψ 6∈ R(y′)
can be proved in a similar way.

SinceN > (mL + 1) · mB + mL + 2, by a simple combi-
natorial argument, we can conclude that there must be a setBli
such that|Bli| > mB . Let x̄ be the least point inBli. We prove
that the modelM ′ = 〈I({0, . . . , N − 1}), V ′〉, obtained from
M by deletingx̄ and by replacingV by a suitable adaptation of
it V ′, is such thatM ′, [0, 1]  ϕ. To this end, considerM ′′ =
〈I({0, . . . , N − 1}), V ′′〉, whereV ′′ is the projection ofV over the
intervals that neither start nor end atx̄. The replacement ofM by
M ′′ does not affect satisfaction of box-formulas inCl(ϕ). The only
possible problem is the existence of diamond-formulas which were
satisfied inM and are not satisfied anymore inM ′′.

Let [x, y], with y < x̄, be such thatM, [x, y]  〈L〉ψ. SinceM
is a model ofϕ, then there exists an interval[x′, y′], with x′ > y, in
M that satisfiesψ. Now, by definition ofBl, there exists an interval
[xψmax, y

ψ
max] such thatxψmax, y

ψ
max ∈ Bl, [xψmax, y

ψ
max] satisfies

ψ, andxψmax ≥ x′. Therefore,M ′′, [x, y]  〈L〉ψ. A symmetric
argument can be applied to the case of〈L〉ψ. Thus, the removal of
point x̄ does not generate any problem with〈L〉- or 〈L〉-formulas.

Now, let [y, x], with x < x̄ (resp.,y < x̄ < x), be such that
M, [y, x]  〈B〉ψ (resp.,M, [y, x]  〈B〉ψ), for some formula
〈B〉ψ ∈ Cl(ϕ) (resp.,〈B〉ψ ∈ Cl(ϕ)), and [y, x̄] is the only in-
terval inM , starting aty, that satisfiesψ. Sincex̄ is the least point
in Bli,M, [y, xi]  〈B〉ψ (resp.,M, [y, xi+1]  〈B〉ψ) as well, by
transitivity of 〈B〉 (resp.,〈B〉).

Consider now the firstmB successors of̄x: x̄ + 1, . . . , x̄ +mB .
Since|Bli| > mB, all these points belong toBli. We prove that
there exists at least one pointx̄+k among them that satisfies the fol-
lowing properties:(a) for every〈B〉ξ ∈ Cl(ϕ), if M, [y, x̄+k+1] 
〈B〉ξ, thenM, [y, x̄+k]  〈B〉ξ, and(b) for every〈B〉ζ ∈ Cl(ϕ), if
M, [y, x̄+k−1]  〈B〉ζ, thenM, [y, x̄+k]  〈B〉ζ. To this end, it
suffices to observe that, by transitivity of〈B〉, if M, [y, x̄+ k+1] 
〈B〉ξ, thenM, [y, x′]  〈B〉ξ for everyx′ ≥ x̄ + k + 1. Hence,
if x̄ + k does not satisfy property(a) for 〈B〉ξ, then all its succes-
sors are forced to satisfy it for〈B〉ξ. Symmetrically, by transitivity
of 〈B〉, if M, [y, x̄ + k − 1]  〈B〉ζ, butM, [y, x̄ + k] 6 〈B〉ζ,
thenM, [y, x′] 6 〈B〉ζ for everyx′ ≥ x̄ + k. Hence, all successors
of x̄+ k trivially satisfy property(b) for 〈B〉ζ. Since the number of
〈B〉- and〈B〉-formulas is limited bymB, a point with the required
properties can always be found.

We fix the defect by defining the labelingV ′ as follows: for every
proposition letterp and1 ≤ t ≤ k, we put [y, x̄ + t] ∈ V ′(p) if

and only if [y, x̄+ t− 1] ∈ V (p); the labeling of the other intervals
remain unchanged. From the definition of the setBl, it easily follows
that such a change in the labeling does not introduce new defects of
any kind.
By iterating such a procedure, we obtain the required modelM ′.

SincemL andmB are both polynomial in|ϕ|, we can state the
following theorem.

Theorem 6 The finite satisfiability problem forBBLL and all its
sub-fragments is NP-complete.

5 NEXPTIME-completeness

As we pointed out in Section 1, the subset of NEXPTIME-complete
fragments has been already studied in its full detail. NEXPTIME-
membership ofAA has been shown in [5]. NEXPTIME-hardness of
A, given in [8], holds also for finite satisfiability, and it canbe eas-
ily adapted to the case ofA. NEXPTIME-hardness of any fragment
containing〈A〉 or 〈A〉 immediately follows.

Theorem 7 The finite satisfiability problem forAA, AL, AL, A, and
A is NEXPTIME-complete.

6 EXPSPACE-completeness

In this section, we study the computational complexity ofABBL and
of its subfragments. EXPSPACE-membership forABBL has been
shown in [9]. EXPSPACE-hardness holds forAB, as proved in [18].
In the following, we show that the reduction used in [18] works
also in the finite case, and it can be adapted toAB. EXPSPACE-
hardness follows from a reduction of the2n-corridor tiling prob-
lem, which is known to be EXPSPACE-complete [15, Section 5.5].
Formally, an instance of the exponential-corridor tiling problem is
a tupleT = (T, t0, t1, TL, TR, CH , CV , n) consisting of a finite
setT of tiles, two tilest0, t1 ∈ T , a set of left tilesTL ⊆ T , a
set of right tilesTR ⊆ T , two binary relationsCH andCV over
T , and a positive natural numbern. The problem amounts to de-
ciding whether there exists a positive natural numberl and a tiling
f : {0, . . . , 2n − 1} × {0, . . . , l − 1} → T of the corridor of width
2n and heightl, that associates the tilet0 to (0, 0), the tile t1 to
(0, l − 1), a tile in TL (resp.,TR) with the first (resp., last) tile of
every row of the corridor and that respects the following horizontal
and vertical constraintsCH andCV : (i) for everyx < 2n − 1 and
everyy < l, we havef(x, y) CH f(x + 1, y); and (ii) for every
x < 2n and everyy < l − 1, we havef(x, y) CV f(x, y + 1).

Lemma 8 There exists a polynomial-time reduction from the2n-
corridor tiling problem to the satisfiability problem forAB over finite
linear orders.

Proof. Consider an instanceT = (T, t0, t1, TL, TR, CH , CV , n)
of the2n-corridor tiling problem, whereT = {t0, t1, . . . , tk}. We
guarantee the existence of a tiling functionf : {0, . . . , 2n − 1} ×
{0, . . . , l − 1} → T that satisfiesT by means of a suitableAB-
formula whose size is polynomial in|T |. We usek + 1 proposi-
tion letterst0, t1, . . . , tk to represent the tiles fromT , n proposi-
tion lettersx0, . . . , xn−1 to represent the binary expansion of the
x-coordinate of a point in the corridor, and one propositional letter c
to identify those intervals that correspond to pointsp = (x, y) of the
corridor of width2n and heightl. Such a correspondence is obtained
by ensuring that we interpret those proposition letters over intervals
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of the type[x+ 2ny, x+ 2ny + 1]. The valuation functionV of the
model of the formula is then related to the tiling functionf as fol-
lows: for each pointp = (x, y) ∈ {0, . . . , 2n − 1} × {0, . . . , l− 1}
and each tileti ∈ T , if f(p) = ti, then[x + 2ny, x + 2ny + 1] ∈
V ({c, ti, xj1 , . . . , xjh}), where{j1, . . . , jh} ⊆ {0, . . . , n − 1}
andx =

∑

j∈{j1,...,jh} 2
j . Let the universalmodal operator[U ]

be defined as[U ]ϕ = ϕ ∧ [A]ϕ ∧ [A][A]ϕ. First, we associate
the proposition letterc with all and only the intervals of the form
[x+ 2ny, x+ 2ny + 1]:

ϕc = c ∧ [U ]((c ∧ 〈A〉⊤) → 〈A〉c) ∧ [U ]¬〈B〉c.

The tiling functionf is represented by associating a unique proposi-
tion letterti with eachc-labeled interval:

ϕf = [U ]
(

c→
∨

0≤i≤k

ti

)

∧[U ]
(

c→
∧

0≤i<j≤k

¬(ti ∧ tj)
)

.

Next, we associate a subset of the proposition lettersx0, . . . , xn−1,
that encodes the binary expansion ofx, with each interval of the form
[x + 2ny, x + 2ny + m]. Such a labeling can be enforced by the
conjunctionϕx of the following three formulas:

ϕ
1
x =

(

∧

0≤i<n

¬xi
)

, ϕ
2
x = [U ]

(

c→ ϕ
0
inc

)

,

ϕ
3
x = [U ]

(

∧

0≤i<n

(

xi ↔ [B]xi
)

∧
(

¬xi ↔ [B]¬xi
)

)

.

whereϕiinc is defined as⊤ wheni = n, and as
(

xi ∧ 〈A〉(c ∧ ¬xi) ∧ ϕ
i+1
inc

)

∨
(

¬xi ∧ 〈A〉(c ∧ xi) ∧ ϕ
i+1
eq

)

,

otherwise. Similarly,ϕieq is defined as⊤ wheni = n, and as
(

(

xi ∧ 〈A〉(c ∧ xi)
)

∨
(

¬xi ∧ 〈A〉(c ∧ ¬xi)
)

∧ϕi+1
eq ,

otherwise. Finally, we establish a correspondence betweenintervals
that represent vertically adjacent tiles by setting the proposition letter
co:

ϕcs = [U ](co → ϕ
0
eq) ∧ [U ]((c ∧ 〈B〉ϕ0

eq) → 〈B〉co)∧

[U ]¬(ϕ0
eq ∧ 〈B〉co).

To conclude the proof, we must enforce the horizontal and vertical
constraintsCH andCV and the constraints on the border of the corri-
dor. This can be done by means of the following formulas (remember
that, by definition of tiling,t0, t1 ∈ T andTL, TR ⊆ T ):

ϕ01 = t0 ∧ 〈A〉〈A〉
(

c ∧
∧

0≤i<n

¬xi ∧ t1 ∧ ¬〈B〉co
)

ϕL = [U ]
(

c ∧
∧

0≤i<n

¬xi →
∨

tL∈TL

tL

)

,

ϕR = [U ]
(

c ∧
∧

0≤i<n

xi →
∨

tR∈TR

tR

)

,

ϕH = [U ]
∧

0≤i≤k

(

(ti ∧ 〈A〉⊤) →
∨

(ti,tj)∈CH

〈A〉tj
)

,

ϕV = [U ]
∧

0≤i≤k

(

ti → [B](co →
∨

(ti,tj)∈CV

〈A〉tj)
)

.

The formulaϕT = ϕc∧ϕf ∧ϕx∧ϕcs∧ϕ01∧ϕL∧ϕR∧ϕH∧ϕV
is of polynomial size w.r.t.|T | and is satisfiable if and only ifT is a
positive instance of the2n-corridor tiling problem.

Theorem 9 The finite satisfiability problem forABBL, ABB, AB,
AB, ABL, andABL is EXPSPACE -complete.

7 Non-Primitive Recursiveness

In this last section, we focus our attention on the remainingfrag-
ments. It will turn out that, although decidable, they are ofnon-
primitive recursive complexity. From [17, 19], we know thatthere is
a reduction from the finite satisfiability problem forAAB andAAB
to the so-calledreachability problem for alossy (Minsky) counter
machine, which is known to be non-primitive recursive [20]. Here,
we prove that such a reduction can be adapted to the cases ofAB and
AB, completing the picture. Due to space constraints, we limitour-
selves to sketch the proof for the case ofAB, referring the interested
reader to [19] for details.

A lossy counter machineis a triple of the formA = (Q,k,∆),
whereQ is a finite set of control states,k is the number of coun-
ters (whose values range overN), and∆ is a function that maps
each stateq ∈ Q to a transition rule having one of the following
forms: (i) if A is at stateq, then increase the counteri and move
to stateq′; (ii) if A is at stateq, then check the value of counter
i: if it is equal to 0, then move to stateq′, otherwise, decrement
the counteri and move to stateq′′′. In addition, from each con-
figuration (q, z̄) ∈ Q × Nk, a lossy counter machine can non-
deterministically activate an internal (lossy) transition and move to a
configuration(q, z̄′), with z̄′ ≤ z̄ (componentwise). Thereachability
problem for a lossy counter machineA consists of deciding whether
or not there is a computation that takesA from a given configuration
(qsource, z̄source) to a given configuration(qtarget, z̄target). As
shown in [19], we can always assumez̄source= z̄target = 0̄, and
thatqtarget is a sink state, namely, the only state accessible from it is
qtarget itself. To encode a generic computation(q1, z̄1) . . . (qn, z̄n)
of A, we first introduce|Q| + k proposition letters that label in-
tervals of the form[x, x + 1]); the first |Q| proposition letters will
identify the control states ofA, while the lastk proposition letters,
denoted here byc1, .., ck, will identify the k counters. We then di-
vide the underlying domainD = {0, . . . , N} into exactlyn + 2
intervals[0, x1], [x1, x2], . . . , [xn, xn+1], [xn+1, N ]. Such intervals,
except for the first and the last one, will be used to encode thecon-
figurations(q1, z̄1) . . . (qn, z̄n), while the other two intervals will
be used to correctly move between the various configurationsvia the
modal operators〈A〉 and〈B〉. Finally, the unit intervals which are
subinterval of a generic[xt, xt+1] will be labeled by proposition let-
ters inQ ∪ {c1, . . . , ck} as follows: the subinterval[xt, xt + 1] is
labeled by the control stateqt, and, for every1 ≤ i ≤ k, the number
of ci-labeled intervals of the form[x, x + 1], with xt < x < xt+1,
coincides with the valuēzt(i) of the counteri. Notice that there may
exist different encodings of the same computation ofA.

Lemma 10 There exists a reduction from the satisfiability problem
for AB to the reachability problem for lossy counter machines.

Proof. According to the above-sketched schema, we now provide the
formulas which are needed to encode the reachability problem for a
given lossy machineA = (Q, k,∆) whose initial and final config-
urations have all counters set to 0. First, we introduce the following
shorthands:

ψ∃q =
∨

q∈Q

q ∧
∧

q 6=q′

¬(q ∧ q′) , ψ∃q =
∨

q∈Q

q ∧
∧

q 6=q′

¬(q ∧ q′),

ψ∃c =
∨

c∈C

c ∧
∧

c 6=c′

¬(c ∧ q′).

We denote by the proposition letternew(resp.,del) a counter which
has been incremented (resp., decremented) by one, while thepropo-
sition letterconf uniquely identifies the interval corresponding to a
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configuration. Moreover, for each proposition letterp that appears
in a given configuration, the proposition letterp̄ is used to transfer
this piece of information to the intervals that start with the beginning
point of the model (this is done for technical reasons). Finally, propo-
sition lettert links the value of a given counter in a given configura-
tion with the value of the same counter in the next configuration. The
following formulas set up this schema and guarantee that we actually
start from the initial configuration:

ψprop =(
∧

q∈Q

q → [A]q) ∧ (
∧

c∈C

c→ [A]c)∧

(new → [A]new) ∧ (del→ [A]del)∧

(conf → [A]conf),

ψtransfer=
∨

c∈C

c ∧ ¬new → 〈A〉t,

ψ0 = 〈A〉〈A〉([A]⊥ ∧ q0 ∧ ψ∃q) , ψf = qf .

The following formulas behave as follows:ψconf guarantees the ex-
istence of a sequence of configurations;ψnew ensures that at most
one counter is incremented at each step;ψt sets the correspondences
between counters of successive configurations; finally,ψ∆ imple-
ments the transition function:

ψconf= conf↔ (ψ∃q ∨ 〈B〉ψ∃q) ∧ ψ∃q ∧ [B]¬ψ∃q ,

ψnew= conf→ 〈B〉(new→ [B]¬new),

ψt = t→ ¬new∧ [B](¬t ∧ ¬del) ∧ (
∨

c∈C

(c ∧ 〈B〉c))∧

new∧ 〈B〉conf∧ [B](conf→ [B]¬conf),

ψ∆ =
∧

(qi,c+1,qj)∈∆

(conf∧ qi → 〈B〉qi)∧

(conf∧ 〈B〉qj → 〈B〉(c ∧ new))∧
∧

(qi,c?0,qj ,qh)∈∆

(conf∧ 〈B〉qi ∧ qj → [B](¬c ∧ ¬new))∧

(conf ∧ 〈B〉qi ∧ qh → 〈B〉(c ∧ del) ∧ [B]¬new).

It is not difficult to check that, for a given lossy machineA that starts
with the configuration(q0, 0̄), A reaches(qf , 0̄) if and only if the
following formula is satisfiable:

ψ0 ∧ ψf ∧ [Ū ](ψprop∧ ψtransfer∧ ψconf∧ ψ∆ ∧ ψt),

where[Ū ] is the transposed universal operator, which is defined as
shown in the previous section with〈A〉 replaced by〈A〉.

Theorem 11 The finite satisfiability problem forAABB and all its
fragments that contain〈A〉 and at least one between〈B〉 and〈B〉 is
non-primitive recursive.

8 Conclusions

In this paper, we focused our attention on the satisfiabilityproblem
for interval temporal logics over finite linear orders, which is of inter-
est for various application domains. We provided a completeclassi-
fication of HS (decidable) fragments with respect to their expressive
power and complexity. Such a classification cannot be automatically
transferred to any other class of linear orders. As an example, the
fragmentD, which is undecidable over finite linear orders, turns out
to be PSPACE-complete over dense ones [4].
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