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Abstract: Ambient intelligence envisages an articulated, though transparent, interaction between the user and

the environment. According to this grand vision, appliances and systems embedded in the environment have to

react to the user’s presence and provide services in a customized fashion. Therefore, ambient intelligence

systems should be endowed with context awareness capabilities in order to provide the proper responses for each

user. This paper specifically shows how the system can be instructed to recognize events occurring in the

observed environment for security purposes.
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1. Introduction

Ambient intelligence (AmI) is foreseen as a

revolutionary way in which machines will inter-

act between themselves and with the user. To

describe this, enticing scenarios have been devel-

oped in which the user wears appliances that are

able to communicate with systems and devices

present in the environment in order to provide

information and receive services (Ducatel et al.,

2001).

In recent years, most of the literature has

proposed ways to cope with the three main

components of AmI: ubiquitous computing,

ubiquitous communication and intelligent user

interfaces. That is, computing paradigms have

been proposed, communications issues have

been discussed, and smart interfaces have been

designed. Not much attention has been devoted

to the core of an AmI system, i.e. the reasoning

capabilities that should provide the user with the

hassle-free comfort of the right informa-

tion=service at the right moment in the right

place (Abowd & Mynatt, 2000).

To be really effective, this reasoning capabil-

ity has to take into account a huge amount of

information such as available services, prefer-

ences and profile of the user, current situation,

activity and intentions of the user, and tasks of

the system. Therefore, the system, intended as a

distributed entity, has to achieve a strong per-

ception and awareness of its own current status,

its goals and capabilities. Capabilities are

related to the users who can exploit them

through services, which in turn have also to be

understood by the system.

Ontologies are rapidly becoming the foremost

means to express knowledge in a principled way,

and only recently they have been considered in

the development of context-aware systems

(Wang et al., 2004). This paper shows how

recent developments in ontologies can shed new

light on the difficult task of building intelligent

environments.

2. Intelligent environments

According to Mark Weiser’s view on ubiquitous

computing (Weiser, 1999), endorsed and

evolved by the AmI paradigm (Ducatel et al.,

2001), intelligent environments should embed
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electronic devices able to provide customized

information and services to the users.

As noted in Abowd and Mynatt (2000), this

should not be taken as a mere spatial extension

of the access to services like email and personal

calendar available nowadays, but a completely

new way of perceiving reality. This could mean

enhancing human capabilities like memory or

maintaining implicit information sharing between

groups, the general underlying idea being the

untangling of the human from the desktop. This

calls for a myriad of electronic equipment,

seamlessly interacting with each other, going

from wearable and portable devices to intelli-

gent spaces (i.e. intelligent classrooms etc.). This

new level of interaction is meant to be almost

transparent, if not completely invisible, so that

the users can focus on their activities or duties.

To accomplish this, research has still to make

significant progress in the fields of natural inter-

faces, communications and, most of all, context

awareness. The remainder of the paper will

cover the last two points within an ontology

perspective.

3. Ontologies

An ontology is a formulation of the entities that

are relevant to a domain as well as the relation-

ships between these entities (Gruber, 1993). It

can be used to categorize both physical and non-

physical entities: the former include objects and

aggregates of objects, and the latter refer to

attributes, properties, concepts, relations, to

describe temporal processes like events or time

spans (Little & Rogova, 2005).

In addition, the following considerations hold

for ontologies (Smirnov et al., 2005).

1. Ontologies are believed to be a way to over-

come the problem of semantic heterogeneity.

2. Ontologies provide means for describing

sensor data, objects, relations and general

domain theories in the form of knowledge.

3. They provide reusable knowledge.

4. Knowledge represented by ontologies is

shareable and understandable for both

humans and computers.

Ontologies originated from philosophy, but

they have recently been adopted by the scientific

community as a way to model knowledge. The

main thrust was perhaps given by the World

Wide Web Consortium (W3C) that is now

focused on the development of the ‘Semantic

Web’ (Berners-Lee et al., 2001). This effort has

yielded the Web Ontology Language (OWL)

which is currently emerging as a standard,

among many others (McGuinness & van

Harmelen, 2004). The Semantic Web project

aims to develop a semantic layer above the

current web in order to allow intelligent searches

and advanced services based on inferences and

reasoning over meta-data.

Specific tools like Protégé (Noy et al., 2001)

are under rapid development and offer a wide

range of functionalities, from design of classes

and concepts to visualization, querying and

inferencing.

Ontologies can holistically be used in design-

ing and developing an AmI system in its

entirety. However, in the following only distrib-

uted communication and context awareness will

be discussed as they are central in the develop-

ment of a real system.

3.1. Communication

The OWL language was originally devised to

have heterogeneous web agents understand web

content and interact with each other and with

web services. The effort of the W3C resulted in a

language structured on XML and based on the

Resource Description Framework (RDF)

(Beckett, 2004). Note that an ontology language

goes beyond the scope of a pure XML schema.

While XML can be used to define entities and

their attributes or composition, an ontology

language is able to describe the meaning of the

relationships that may exist between entities.

Ontology languages therefore provide means to

express knowledge about how the different

classes of objects relate to one another (Kokar

et al., 2004). The meta-data along with a formal

taxonomy provide the means for different

intelligent systems to exchange information and

perform inferences over the contents.
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In the case of an AmI application the contents

are given by a priori information that constitutes

the knowledge base of the system along with

incoming contextual information relevant to

the situation at hand. A formal ontology can

therefore lay a common ground for interoper-

ability between the diverse devices and services

that can interact in an intelligent environment

(i.e. intelligent building) (Preuveneers et al.,

2004). While a number of protocols have been

developed to allow communication between

distributed and heterogeneous agents (CORBA,

COM, SOAP etc.), they do not treat the

information being interchanged semantically.

They provide only the means to establish

a syntactically correct dialogue between the

parts, but they do not take meaning into

account. In this way, different agents could

associate different meanings to the same term.

Conversely, different terms could actually

refer to the same concept. As will be discussed

in the following section, solving this issue is of

paramount importance when attempting to

assess the current situation based on incoming

reports of multiple and heterogeneous sources

of information (Ranganathan & Campbell,

2003).

Figure 1 illustrates an ontology-managed

information accrual by an agent (or user) who

performs the initial request.

The process, inspired by Smirnov et al. (2005),

goes through the following steps.

1. An agent performs a request that is dispatched

through the communication network.

2. The request is processed and relevant knowl-

edge is extracted from the ontology library.

3. Extracted knowledge is an abstract context

that needs to be instantiated with actual

data to reflect the current situation. There-

fore, pertinent information sources are con-

tacted to provide such data.

4. Incoming data are integrated into an opera-

tional context that represents the situational

picture relevant to the request.

5. Additional information may be obtained

from relevant sources to process the request

within the operational context.

6. The information produced is supplied to the

requesting agent and=or broadcast through
the network.

As discussed in the following section, a similar

process is used, on a larger scale, to build a

global situational picture of the domain.

Ontology
Library

Request

Agent

Abstract
Context

Operational
Context

Relevant
Knowledge

Relevant Data

Instanced Context

Relevant
Information Sources

Relevant
Information Sources

Information

Relevant Data

Figure 1: Ontology-broked information retrieval.
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4. Ontology development

An ontology for a given domain is meant to

capture the commonly agreed knowledge about

that environment. Generally, ontologies are

therefore very application and domain depen-

dent. Nonetheless, a proper hierarchical struc-

turing of the known entities and relationships

between them could lead to reusable knowledge

across different domains. In particular, as

shown in Figure 2, at least two layers of ontol-

ogies can be identified for each application:

formal ontologies and domain-specific ontolo-

gies (Niles & Pease, 2001; Little & Rogova,

2005).

Domain-specific ontologies express the avail-

able knowledge on actual entities of a given

domain along with information about their

properties and relations that may exist between

them, whereas formal ontologies define in

abstract terms the basic properties of those enti-

ties that hold in any case. An application-based

ontology can be seen as an instantiation of some

of the abstract classes of the formal ontology.

This concept follows the well-known concept

of inheritance in object-oriented programming

languages, where context-specific classes can be

created by deriving and extending library classes.

In the case of an AmI application for intelli-

gent building, for example, the formal ontology

could define basic concepts such as building and

user. Figures 3 and 4 show class trees taken from

the Suggested Upper Merged Ontology (SUMO)

library (Niles & Pease, 2001) and visualized

through the Jambalaya Protégé plug-in (Storey

et al., 2002). The SUMO library is one of the

freely available upper-level ontologies. Figure 3

shows the abstract concepts at the very first two

levels of the hierarchy from which every other

concept is derived. Figure 4 shows how the

‘building’ class is derived from the basic concepts.

Formal
Ontology

Application-Based
Ontology

Contextual Information and Needs

Figure 2: Formal and domain ontologies (Little

& Rogova, 2005). The application-based ontol-

ogy constrains the formal ontology by incorporat-

ing domain-specific knowledge and needs.

THING

Entity

Abstract Physical

Attribute Graph Graph Element Proposition Quantity Relation
Set Or
Class

Object Process

Figure 3: Abstract classes of the SUMO ontology. Arcs indicate class=subclass relations.
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The domain-specific ontology specifies and

constrains the concepts of the formal ontology

to the situation at hand. For example, intelligent

buildings should possess computing capabilities

and should provide advanced IT services (i.e.

automatic and customized access control) along

with usual basic functionalities like heating and

lighting.

A general methodology for the development

of ontology-base applications (Little, 2003) is

shown in Figure 5. The first four steps deal with

the design phase of the system and have already

been discussed. The implementation phase

involves the non-trivial choice of a computable

framework in which the modelled ontologies

could maintain the required expressive power

while at the same time allowing reasoning

capabilities. This can be achieved by structuring

the implementation in several communicating

layers. In this case, computational performance

could be an issue, though, and the proper

architecture should therefore be carefully

designed. The last step is meant to assess the

completeness and consistency of the ontology.
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Organic Object

Artifact

Product

Text
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Content Bearing Object
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Room
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Figure 4: Tree view of part of the SUMO ontology containing the ‘building’ class.
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Figure 5: Methodology for ontology-based application development (Little, 2003).
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This is an open problem in the research commu-

nity as, currently, there is no agreed recipe to

address it.

5. Situation awareness

In order to provide adequate and timely services

to the users, intelligent environments should be

able to develop an understanding of the current

situation based on prior knowledge and incom-

ing data. The system should therefore be able to

build a dynamic situational picture as a result of

reasoning about objects, attributes, aggregates,

relationships and their behaviour over time

within a specific context (Little & Rogova,

2005). Only recently, ontologies have been con-

sidered in developing situation-aware AmI sys-

tems (Chen et al., 2003; Ranganathan &

Campbell, 2003; Wang et al., 2004). However,

those papers do not discuss evaluating the

process of building the situation picture for

consistency and effectiveness.

Building an accurate situational picture of an

intelligent environment is certainly no easy task.

In fact, the following characteristics apply to a

wide range of domains:

� generally noisy, dynamic, and complex real-

world environments,

� numerous and heterogeneous sources of in-

formation,

� simultaneous interaction with many users.

At the same time the system has to deal with

imposed resource and time constraints.

Composing a consistent and effective picture

of the environment status requires the fusion

of different pieces of information (Abowd &

Mynatt, 2000). This important aspect cannot

be overstated and is grounded on the most

recent research focus on Level 2 Data Fusion

(Llinas et al., 2004).

The process, outlined in Figure 6, involves a

continuous consistency check of the picture

created so far based on incoming data. If,

according to available knowledge in the ontol-

ogy library, the picture is not deemed suffi-

ciently representative (i.e. due to poor or scarce

data), the system tries to collect more informa-

tion and goes through a refinement step. When

the situation has been assessed, the system

evaluates whether a reaction has to be provided

or not. In any case, thesystem has to take into

account if the decision is effective and compliant

with pending tasks and goals.

In the context of an intelligent building, for

example, this wouldmean localizing and identify-

ing the persons present in the rooms, under-

standing their activities, and creating a

Information
Sources

Ontology
Libraries

Compose
Situational

Picture

Consistent ? Revise & Update

Effective ? Collect More Data

Formulate Decision

No

No

Yes

Yes

Agent Agent

AgentAgent

Figure 6: Situation assessment process.
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situational picture by integrating available

knowledge in the ontology library with collected

data incoming from heterogeneous sources (i.e.

cameras, portable devices, direct interaction of

the user etc.). Localization could indeed play a

key role in understanding activities and inten-

tions (Snidaro et al., 2005); therefore an ontol-

ogy for an intelligent building should specify the

role and rules associated to every area and

room. In this way, proximity to a given area

could be used to perform basic inferences about

intentions.

However, as pointed out in Abowd and

Mynatt (2000), position and identity are not

sufficiently expressive pieces of information to

infer, for example, the intentions of human

beings. Along with answering the who, where,

when, what questions, the system should be able

to understand why a certain entity is performing

a certain action in a given place at a given time.

To this end, the starting point for this kind of

high-level reasoning resides in the capability of

the system to detect and recognize events and

to understand the relations and implications

between them.

5.1. Event representation

Building a situational picture requires the sys-

tem to be able to assess the current state of the

observed environment. More specifically for

security purposes, the system should be able to

detect and recognize events. These can be sub-

divided into atomic and complex. The former

can be considered as the variation of an entity’s

state, while the latter are a sequence of atomic

activities. In the surveillance domain, several

attempts have been made to model events: in

Oliver et al. (2000) coupled hidden Markov

models are used to learn interaction semantics,

in Ivanov and Bobick (2000) hidden Markov

models are coupled with context-free grammars,

and in Hongeng et al. (2004) hierarchical

decomposition and single=multiple thread termi-

nology, to describe single and concurrent events,

are advocated. The Video Event Representation

Language (VERL), to explicitly manage the

semantics of events and to instruct the system to

recognize them, is presented in François et al.

(2005).

This language represents a convenient way to

express the knowledge of the system on relevant

activities in the observed environment. Indeed,

the system can be explicitly taught to discrimi-

nate between normal and anomalous behaviour.

Table 1 shows how an ‘identity fraud’ event can

be defined.

In the table the malevolent act of attempting

to gain entry into a protected facility through a

stolen access card is described. The event takes

place when entity x approaches door d of facility

f, card c is swiped at d (and c is a valid card to

get into f through d), but the biometric control

subsystem fails to verify the identity contained

in c with the biometric features extracted from

entity x.

The VERL language constitutes a potentially

interesting choice for event representation; how-

ever, there is no working implementation of it.

The level of expressiveness of VERL in fact

requires the OWL-Full declination of the OWL

language which is not computable. A partial

implementation exists that defines some of the

syntactic elements of VERL in OWL; however,

there is no mechanism that defines complex

events and no mention of how they should be

derived from instances of simple events.

5.2. Rule languages

OWL is an appropriate language for expressing

taxonomies in terms of classes, subclasses and

relations between them. However, it falls short

in describing rules that can be computed by

a reasoner to derive knowledge. Rule-based

systems are successfully employed across a vari-

ety of domains (e.g. economic models, clinical

diagnoses, process control) in a multitude of

implementations with very limited support for

interoperability. The widespread interest in

ontologies and means to exchange knowledge

bases has recently pushed endeavours toward

adoption of a common rule base that could be

computed by different rule engines. The effort

has led to the development of several rule

languages such as Rule Markup Language,
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Semantic Web Rule Language (SWRL), Meta-

log and ISO Prolog, among others (O’Connor

et al., 2005).

The SWRL is intended to be the rule language

of the Semantic Web. It is based on OWL DL,

OWL Lite and the Rule Markup Language. All

rules are expressed in terms of OWL concepts

(classes, properties, individuals), and this allows

the integration of taxonomic knowledge and

rule bases about a given domain under the

common hood of OWL. This means that rules

can be used to infer new knowledge from exist-

ing OWL ontologies. The widespread adoption

of OWL is confirmed by the availability of a

multitude of editors to help build OWL ontolo-

gies. In particular, the already mentioned Pro-

tégé editor provides also a ‘SWRLTab’ to assist

the definition of SWRL rules (O’Connor et al.,

2005).

The following logic expression is an example

of an SWRL translation for the complex event

described in Table 1:

Personð?xÞ ^ Doorð?yÞ ^ isCloseToð?x; ?yÞ ^

^ Cardð?zÞ ^ isSwipedOnð?z; ?yÞ ^

^ isOpenedByð?y; ?zÞ ^

^ isNotVerifiedByð?x; ?zÞ )

) isViolatingð?x; ?yÞ
ð1Þ

Since this expression is eventually translated

into OWL by the SWRLTab editor, properties

of the involved entities can be seamlessly

retrieved through formal or domain ontologies

(Section 4). The above rule constitutes a

hypothetical proposition where the antecedent

is given by the conjunction of several predicates.

If all the predicates in the antecedent are ver-

ified, i.e. the video-surveillance system reports

that a person x is close to a door y, and a

magnetic card z is swiped on door y, and z is a

valid card for door y, but the identity stored on

the card is not matching the one provided by the

biometric control system failing to recognize x,

then the consequent follows verifying the pre-

dicate that the person x is attempting an un-

authorized access to door y.

The SWRLTab Protégé plug-in also provides

high-level Java application programming inter-

faces (APIs) called ‘SWRL Factory’ that allow

the creation and modification of SWRL rules

programmatically. In this way, external applica-

tions can access=create=modify=delete rules in the

rule base. However, the APIs do not provide

inferencing capabilities. Inferencing is provided

by the external reasoner Jess1 through the ‘SWRL

Bridge’ which is part of the Protégé-OWL APIs.

These APIs allow the interaction with the rule

engine and can be used to compute inferences.

Note that rules such as (1), which exemplifies

the definition of the complex event ‘identity

fraud’ for a surveillance system in an intelligent

building, provide an effective way of integrating

knowledge coming from heterogeneous sources.

In the example, the antecedent is composed of

atomic (or simple) events detected by different

types of sensors (e.g. surveillance camera, mag-

netic card reader, biometric system). The recog-

nition of atomic events can be performed per

sensor through techniques such as Bayesian

Table 1: Identity fraud event in VERL

SINGLE-THREAD(Identity-Fraud(ent x, card c, facility f)
AND(

Sequence (
approach (x,d),
swipe(c,d),
NOT(verifyIdentity(x,c))),
portal-of(d,f),
key-of(c,d)
))

1http://www.jessrules.com/
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networks (Hongeng et al., 2004). A number of

features can be extracted from the data pro-

duced by a sensor (e.g. the position of a person

can be extracted from the video stream provided

by a surveillance camera) and they can be used

to build Bayesian networks for each atomic

event of interest. Each network will provide a

Boolean output stating if the atomic event has

occurred or not. These binary outputs will then

be fed to the reasoner to check if any rule in the

rule base can be fired.

5.3. Uncertainty

As discussed in the previous section, complex

events are defined through logic expressions that

can assume only Boolean values. Indeed, the

verification of atomic events is expressed by

predicates and this could be a limiting condition

in many real-world scenarios. Whatever techni-

que is used to recognize atomic events, then its

outputs have to be, in most cases, thresholded to

yield a Boolean value. Take for example the

proximity condition expressed by the predicate

isCloseTo in (1). To detect the atomic event that

a person is close to a given object, the current

distance between the person and the object must

be compared against a preset threshold. In real-

world scenarios, hard thresholds are trouble-

some in the vast majority of cases. In the

example above, rule (1) would not fire if the

video-surveillance system had over-estimated

the distance between the person and the door

yielding a value above the threshold.

It would be better then to assign a degree of

truth to expressions such as the antecedent of

(1), instead of computing its Boolean value. This

can be done by assigning probability coefficients

to each term and then evaluating the overall

degree of truth of the weighted expression. A

fuzzy approach can also be foreseen by exploit-

ing a specific extension of the Jess engine called

‘FuzzyJess’ (Orchard, 2001) that provides the

functionalities needed to handle fuzzy logic.

5.4. Video annotation

An AmI system which uses video sensors to

collect information about the environment

should maintain this information in a structured

and exchangeable way that can be shared

throughout the system for distributed proces-

sing. To this end, a Video Event Markup Lan-

guage (VEML) is also described in François

et al. (2005). However, in our opinion, it is not

clear why this solution should be adopted in lieu

of the MPEG-7 standard which already has

these capabilities and is being internationally

accepted. In addition, the VEML is specifically

designed for video annotation and it is thus

limited to this medium. In contrast, MPEG-7,

also called ‘Multimedia Content Description

Interface’, standardizes the description of gen-

eric multimedia content supporting a wide range

of applications (Manjunath et al., 2002).

Descriptions comprise descriptors (D) and

description schemes (DS) that can span from

low-level audio and video (e.g. scale, timbre,

instruments, colour, shape, texture) to high-

level content meanings (semantics).

Here, the purpose is to annotate video

streams coming from the sensors and locally

processed with descriptions of detected events

whose semantics have been previously defined in

VERL. In the following example, the ‘identity

fraud’ event of Table 1 is detected and recog-

nized in the video stream produced by a surveil-

lance camera (Table 2). Because of lack of space,

only the first, namely ‘Entity approaching’, of

the sequence of events leading to an identity

fraud is described.

MPEG-7 descriptions can be transmitted in

textual format or in binary format. That is, the

standard describes how to encode and decode

textual XML descriptions into binary format

that could be efficiently compressed and

streamed over the network. The ‘Binary format

for MPEG-7’ (BiM) was specifically designed to

cater for possibly scarce network or storage

resources. As already mentioned, this is certainly

the case for distributed applications for AmI.

An MPEG-7 description can be represented

in a tree structure which has a bijective corre-

spondence with the nested syntax of an XML

file. Nodes in the tree represent information,

while links stand for the ‘containment’ relation.

Both ‘Textual format for MPEG-7’ (TeM) and
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Table 2: Example of MPEG-7 annotation
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BiM allow dynamic and incremental transmis-

sion of description trees. This means that the

standard allows the decomposition of a full

description into several fragments (sub-trees),

to encapsulate the fragments into access units,

which can be sent over the network separately,

and to reconstruct the full description at the

destination as shown in Figure 7. This feature is

particularly relevant for a system that elaborates

video content in real time, thus building a

description as the composition of several tem-

porally separated fragments.

6. Conclusions

In this paper, the need for a formal way to

represent knowledge about a domain in an

AmI application is discussed. This knowledge,

along with reasoning capabilities, represents the

basis for building the degree of awareness an

AmI system should show with respect to situa-

tions, users, services and itself. This issue is here

discussed in the context of a video security

subsystem for an intelligent building. We show

how relevant events in the application’s domain

can be defined and recognized through SWRL

rules. We also show how video streams can be

annotated with structured and extensible meta-

data conforming to the MPEG-7 standard that

can be interchanged between the heterogeneous

devices constituting an AmI system.
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