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Abstract

We consider the problem of assessing structural stability of biochemical reaction networks with monotone reaction rates, namely of
establishing if all the networks with a certain structure are stable regardless of specific parameter values. We investigate stability by
absorbing the network equations in a linear differential inclusion and seeking for a polyhedral Lyapunov function proper to the considered
network structure. A numerical recursive procedure is devised to test stability. For a wide class of mono- and bimolecular reaction networks,
which we name unitary, the procedure is shown to be very efficient since, due to the particular structure of the problem, it requires
iterations in the space of integer–valued matrices. We also consider a similar, less conservative procedure that allows us to test, even when
the Lyapunov function cannot be found, whether the system evolution is structurally bounded. In this case, we absorb the equations in a
positive linear differential inclusion. To show the effectiveness of the proposed procedure, we report the outcomes of both a stability and
a boundedness test, for many non–trivial biochemical reaction networks, and we analyze well established models in the literature.
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1 Introduction

A vast literature agrees on the fact that chemical and bio-
chemical networks suffer from a major trouble: their param-
eters are widely uncertain, time varying and depending on
unpredictable factors due to specific working conditions. On
the other hand, it is also recognized that particular behav-
iors depend on particular structures, regardless of specific
parameter values. Structural investigation aims at explain-
ing how and why certain systems perform the proper tasks
in completely different conditions [2].

If all the systems of a class characterized by a structure
have a certain property regardless of parameter values, such
a property is called structural (see for instance [31], [9],
[22]). This concept is deeply related with robustness [13],
[18], with the difference that the latter concept is usually
attributed to systems which can work under large parameter
variations.

Structural analysis of chemical reaction networks, begun in
the early seventies [26], [24], [25], has provided fundamental
results. Among the most celebrated are the zero–deficiency
theorem and the one–deficiency theorem [19], [20], [21].
The zero–deficiency theorem provides a structural general
sufficient condition (0–deficiency) assuring that a chemical
network described by mass action kinetics admits a single

positive stable equilibrium; 0–deficiency is immediately ver-
ifiable from an easy test on the network structure (i.e. the
reactions) and the proof nicely adopts the system entropy
as a Lyapunov function. These results are still attracting a
lot of attention [14, 15], [11], [3], [23]. One fundamental
assumption in the zero–deficiency theorem requires the re-
action kinetics to be of the mass action type, hence poly-
nomial (although a possible generalization is proposed in
[33]). This is a widely accepted assumption; still there are
cases in which it is not necessarily satisfied, for instance
non–perfectly mixed systems.

In this paper we investigate stability without the mass action
kinetics assumption: we only require monotonicity of reac-
tion rates. We make use of polyhedral Lyapunov functions,
which have been successfully employed in the robustness
analysis of uncertain systems (see [8] for a literature survey)
and have been used to prove the stability of compartmental
systems [29]. Compartmental systems are special cases of
monotone systems [32] and can be thought as monomolec-
ular chemical reactions in which each species can be trans-

formed into another (e.g. A
g(a)−−⇀ B). Under the assumption

of increasing reaction rate, stability can be proved by adopt-
ing as a Lyapunov function the 1–norm, which is a particular
polyhedral (or piecewise–linear) norm.

Recent attempts in using polyhedral norms as candidate Lya-
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punov functions for biochemical networks have been pro-
posed in [9], [22], although applied to quite specific prob-
lems.

The main idea of this paper is to investigate structural sta-
bility of a wide category of chemical reaction networks by
adopting as candidate Lyapunov functions polyhedral norms,
including the 1–norm as a special case. The main result is a
procedure to generate piecewise–linear Lyapunov functions
which may certify the stability of all chemical reaction net-
works with a certain structure. To have an intuition of how a
structure looks like, we suggest the reader to give a prelimi-
nary look at Fig. 4, where several possible cases are depicted.
If a piecewise–linear Lyapunov function is derived, network
stability is structural, in the sense that, under some general
monotonicity assumptions, it is assured for all reaction rate
functions. Consider, for example, the network correspond-
ing to the graph named Brahms5 in Fig. 4. The degradation
reaction A+E −⇀ /0 introduces a negative feedback from the
final product E to A, which could be potentially destabiliz-
ing. Yet, by finding a suitable polyhedral Lyapunov function,
we can demonstrate that the system is structurally stable, for
any choice of the reaction rate functions.

The contributions of the paper can be summarized as follows.

• We consider general chemical networks, both isolated and
with external inputs, under general monotonicity assump-
tions on the involved reaction rate functions, thus without
restricting to mass action kinetics reactions.
• Based on the network structure only, we seek a polyhe-

dral Lyapunov function (actually a norm) for the system,
by absorbing the nonlinear system in a linear differential
inclusion.
• We show that the existence of a polyhedral Lyapunov

function is equivalent to the stability of a proper discrete
difference inclusion.
• A recursive procedure, based on the discrete difference

inclusion, is employed to generate the unit ball of the
polyhedral norm. In the case of unitary reaction networks,
in which the stoichiometric matrix has coefficients in
{−1,0,1}, the procedure enormously benefits from the
fact that iterations occur in the set of integer–valued ma-
trices.
• The results in [29] follow as a special case, since the pro-

cedure generates the 1–norm for compartmental systems.
• We show that a similar procedure can be adopted, when

structural stability is not satisfied, to prove at least bound-
edness of the state variables.
• We show that, once a polyhedral Lyapunov function is

found, we can investigate local stability of the equilibrium
in isolated systems within the stoichiometric compatibility
class.
• We investigate structural stability of an extensive set of

networks by our method. Surprisingly enough, non–trivial
systems can be managed without difficulties, providing
either a positive certificate (by finding a piecewise linear
function with quite a small number of vertices) or a neg-
ative certificate (non–existence of such a function).

2 Structural stability analysis

2.1 Model description and assumptions

We denote chemical species with uppercase letters and their
concentrations with the corresponding lowercase letter. We
consider the class of models

ẋ = Sg(x)+g0 (1)

where the state x ∈ Rn
+ represents the concentration of bio-

chemical species, g(x) ∈ Rm is a vector of functions repre-
senting the reaction rates and g0 ≥ 0 is a vector of constant
influxes; S ∈ Zn×m is the stoichiometric matrix of the sys-
tem, whose entries si j represent the net amount of the ith
species produced or consumed by the jth reaction, exclud-
ing the contribution of constant influxes.

Assumption 1 All the component functions of vector g(x)
are nonnegative and continuously differentiable. All their
partial derivatives are positive in the positive orthant.

Decreasing trends can be considered as well: in some cases,
this just requires changing sign to g. An important case is
that of a species which is present in a total amount x̄i > 0 and
can be either active, xi, or inactive, x∗i , with xi+x∗i = x̄i. Since
0≤ xi≤ x̄i, the activation term must be the only positive term
in the right side of the equation. For instance, the equation

ȧ =−gin(a,b)+gact(ā−a,c) (2)

includes the inhibition term gin and the activation term gact .

Assumption 2 Each component function of vector g(x) is
zero if and only if at least one of its arguments is zero.
Moreover, if si j < 0, then g j must depend on xi.

Assumption 2, ensuring that for xi = 0 we have ẋi ≥ 0, is re-
quired to guarantee that (1) is a positive system. For instance,
gin(a,b) in (2) can be of the form κ

ba
1+a , but not κ

b
1+a .

Example 2.1 The chemical reactions [7, 27]

A+B
gab(a,b)−−−−−⇀ A∗, B∗

gb(b∗)−−−−⇀ B,

C+A∗
gac(a∗,c)−−−−−⇀ A+B∗, /0

c0−⇀C

involve the genelet species A (and its inactive form A∗),
the inhibitor strand B (and its inactive form B∗) and the
RNA output C. Along with the mass conservation constraints
ā = a+a∗ and b̄ = b+b∗+a∗, these reactions correspond
to the following ODEs for x = [a b c]>:

ȧ = gac(ā−a,c)−gab(a,b)

ḃ = gb(b̄− ā+a−b)−gab(a,b)
ċ = c0−gac(ā−a,c)

2



In this case we have

S =


1 −1 0

0 −1 1

−1 0 0

 , g(x) =


gac(ā−a,c)

gab(a,b)

gb(b̄− ā+a−b)

 ,

g0 =
[

0 0 c0

]>
.

A (non–exhaustive) list of possible reactions, together with
the corresponding reaction terms appearing in the proper
equations, is reported next.

List of possible reactions

(a) /0
a0−⇀ A: ȧ = a0, a0 constant

(b) A
g(a)−−⇀ /0: ȧ =−g(a)

(c) A
g(a)−−⇀ B: ȧ =−g(a), ḃ = g(a)

(d) A+B
g(a,b)−−−−⇀ /0: ȧ =−g(a,b), ḃ =−g(a,b)

(e) A+B
g(a,b)−−−−⇀C:

ȧ =−g(a,b), ḃ =−g(a,b), ċ = g(a,b)

(f) A
g(a)−−⇀ B+C: ȧ =−g(a), ḃ = g(a), ċ = g(a)

(g) A+B
g(a,b)−−−−⇀C+D:

ȧ =−g(a,b), ḃ =−g(a,b), ċ = g(a,b), ḋ = g(a,b)

(h) Activation. A∗+B
g(a∗,b)−−−−⇀ A:

ȧ = g(ā−a,b), ḃ =−g(ā−a,b)

with a+a∗ = ā, where ā is the total concentration
(i) Difference dependence (see Example 2.1).

ȧ = g(ā− b̄−a+b)

Any network can be represented by a graph, whose nodes
are associated with biochemical species, while the arcs rep-
resent interactions. In Fig. 1 we define the arcs correspond-
ing to the reactions listed above. The graph of Example 2.1
corresponds to that named Albinoni3 in Fig. 4.

Assumption 3 Functions g j(·) in which each argument de-

pends on a single variable xi are admitted if si j
∂g j
∂xi

< 0 for
each argument. Functions having as an argument the sum
or difference of more variables, such as g j(±xi± xk), are
admitted if they appear in a single equation, ẋk = . . . , and
sk j

∂g j
∂xk

< 0.

Consequently, the diagonal entries of the Jacobian of Sg(x)
are negative and no autocatalytic reactions are considered.

(a) /0
a0−⇀ A (b) A

g(a)
−−−⇀ /0

(c) A
g(a)
−−−⇀ B (d) A+B

g(a,b)
−−−−⇀ /0

(e) A+B
g(a,b)
−−−−⇀C (f) A

g(a)
−−−⇀ B+C

(g) A+B
g(a,b)
−−−−⇀C+D (h) Activation

(i) Difference dependence

Fig. 1. Graph representations of biochemical reactions.

Also reactions of the form A−⇀ A+B, often used to model
gene expression, are not allowed. Nevertheless, we success-
fully analyze a more complete gene expression model later.

Networks composed of reactions in the list (Fig. 1) form a
subset of those satisfying Assumption 3. These networks are
also unitary, according to the next definition.

Definition 2.1 The network is unitary if si j ∈ {−1,0,1}.

Remark 2.1 Requiring a network to be unitary is a re-
striction: for instance, multimolecular reactions of the type
nA+B ⇀ P, with n > 1, would be ruled out. We notice how-
ever two basic points. 1) With regard to our setup, the re-
striction is not theoretical, but essentially computational. In
fact, our theory works in general, although the numerical
procedure might not converge for non–unitary networks. We
will reconsider this issue in Section 4. 2) Multimolecular re-
actions can be always expressed as a cascade of bimolecular
reactions, which are unitary. For instance, 2A+B ⇀ P can
be decomposed as the pair of unitary reactions A+B ⇀C
and C + A ⇀ P. Such a decomposition is justified, since
trimolecular reactions are considered unlikely to happen
and no reactions concurrently involving more than three
molecules have yet been observed; therefore an overall re-
action is more plausibly modeled by a chain of bimolecular
steps (see, for instance, [17] Section 7.4 or [28] Sections
2.1, 2.3).
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In this paper we consider both isolated systems (g0 = 0) and
non–isolated systems (g0 6= 0). We remind that for g0 = 0 the
solution of the system is forced to stay in the stoichiometric
compatibility class C (x(0)):

x(t) ∈ C (x(0)) = {x(0)+Ra[S]}∩Rn
+.

Example 2.2 Consider the reactions

X1
g1(x1)−−−⇀↽−−−
g2(x2)

X2, /0
g01−−⇀ X1, /0

g02−−⇀ X2

corresponding to the second order linear system[
ẋ1

ẋ2

]
=

[
−1 1

1 −1

][
g1(x1)

g2(x2)

]
+

[
g01

g02

]
.

Then, for g0 = 0, the stoichiometric compatibility class is

C (x(0)) = {x1 + x2 = x1(0)+ x2(0), x1, x2 ≥ 0}.

In view of our structural analysis, we introduce the following
definition of stability. Consider the ε–modified system

ẋ(t) =−εx(t)+Sg(x(t))+g0 (3)

with ε > 0 arbitrarily small.

Definition 2.2 System (1) is

i) structurally stable if any equilibrium point x̄ of the system
with ε = 0 and g0 ≥ 0 is Lyapunov stable: there exists
a continuous, strictly increasing and unbounded function
ω : R+ → R+, with ω(0) = 0, such that ‖x(t)− x̄‖ ≤
ω(‖x(0)− x̄‖);

ii) structurally convergent if it is structurally stable and,
for any ε > 0 and g0 ≥ 0, the perturbed system (3) has
globally bounded solutions and admits an equilibrium
which is globally asymptotically stable in Rn

+.

The infinitesimal parameter ε > 0 in (3) is required for tech-
nical reasons. We consider parameters whose values are sign
definite but unknown, thus can be arbitrarily close to zero.
Therefore, after absorbing the system in a differential inclu-
sion, we are not able to assess in general asymptotic stabil-
ity without considering a natural degradation of the species,
represented by ε > 0. The introduction of ε in Definition
2.2 ii) does not lead to the classification as stable of sys-
tems which are unstable. Moreover, such a degradation term
is necessary for the system to tolerate persistent positive in-
puts. For instance, according to our definition, the system of
Example 2.2 is structurally stable and convergent. Without
any ε–degradation, it would produce unbounded solutions
unless g0 = 0. For g0 = 0 any of its equilibrium points is only
marginally stable. However, it has the property of asymp-
totic stability within the stoichiometric compatibility class,
a problem we will treat later, without considering any ε > 0.

2.2 Absorbing the system in a differential inclusion

For the sake of simplicity in the exposition, we start by
assuming that an equilibrium x̄ = x̄(ε) exists ∀ε > 0 and we
give a criterion for global stability. We will see later that, if
the system passes the computational test we propose, such
an equilibrium indeed exists.

Let z .
= x− x̄, thus x = z+ x̄. Since 0 = S g(x̄)−ε x̄+g0, we

can write

ż(t) = S [g(z(t)+ x̄)−g(x̄)]− εz(t). (4)

Then we have the following.

Proposition 2.1 System (4) can be equivalently written as

ż(t) = BD(z(t))C z(t)− εz(t) (5)

where matrix B ∈ Zn×q is formed by a selection of columns
of S, C ∈ Zq×n and D(z) is a diagonal matrix with nonneg-
ative diagonal entries. q is the number of possible partial
derivatives with respect to all arguments (q≥ n, q≥ m).

Proof To show that (4) can be equivalently written as the
differential inclusion (5), consider the generic function
gk(xi,x j) (the argument applies to functions of more than
two variables) and write it as

gk(zi + x̄i,z j + x̄ j)−gk(x̄i, x̄ j) =

gk(zi + x̄i,z j + x̄ j)−gk(x̄i,z j + x̄ j)

zi
zi

+
gk(x̄i,z j + x̄ j)−gk(x̄i, x̄ j)

z j
z j =

∂gk(x̃i, x̄ j)

∂xi
zi +

∂gk(x̄i, x̃ j)

∂x j
z j = (±Dki)zi +(±Dk j)z j,

in view of the differential mean value theorem, where x̃i and
x̃ j are proper values in the intervals [x̄i,zi + x̄i] and [x̄ j,z j +
x̄ j] respectively, while Dki and Dk j are nonnegative scalar
functions of x̄ and z. Note that the values x̃i and x̃ j are
not necessarily unique and depend on the function gk. Let
us order the partial derivatives Dki and Dk j as D1, D2, etc.
Then D = diag{D1,D2, . . . ,Dq}. Matrix B is achieved by
replicating (up to the sign) each column of S, say the kth, a
number of times equal to the arguments of gk. In matrix C,
cki is ±1 if Dk is with respect to xi, 0 if it is not. �

Example 2.3 Consider the system of Example 2.1 and let
D1 =− ∂gac

∂a , D2 =
∂gab
∂a , D3 =

∂gab
∂b , D4 =

∂gac
∂c , D5 =

∂gb
∂a be

positive parameters. Then D = diag(D1,D2,D3,D4,D5),

B =


−1 −1 −1 1 0

0 −1 −1 0 1

1 0 0 −1 0

 , C =


1 1 0 0 1

0 0 1 0 −1

0 0 0 1 0


>

.
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Remark 2.2 Note that the system Jacobian Jε evaluated at
any point has exactly the same structure Jε = BDC− εI as
the matrix of the differential inclusion.

Remark 2.3 Denoting by bi the ith column of matrix B and
by c>i the ith row of matrix C, Assumption 3 implies that

c>i bi < 0 ∀ i. (6)

For unitary networks we have c>i bi =−1 ∀ i, with noteworthy
numerical benefits.

We have the following theorem.

Theorem 2.1 Consider the linear differential inclusion

ẋ(t) =

[
−εI +

q

∑
i=1

bidi(t)c>i

]
x(t), x(0) = x0 (7)

where di(t) are arbitrary nonnegative scalar piecewise con-
tinuous functions 1 . Then:

1. stability of (7) for ε = 0 implies structural stability of
any equilibrium of (1);

2. asymptotic stability of (7) for ε > 0 implies structural
convergence of (1).

Proof Part 1 is standard. If x̄ is any equilibrium point, then,
denoting by z = x− x̄, we can absorb the nonlinear system
in the linear differential inclusion, in the sense that all the
solutions z(t) are also solutions of (7) for ε = 0. Then sta-
bility of (7) implies structural stability.

For part 2, the proof would be exactly the same if we could
assume that (3) admits a steady state x̄ for any ε > 0. Indeed,
once again, the set of solutions of the differential inclusion
(5) is a subset of the set of solutions of (7). Therefore, we just
have to prove that, if (7) is asymptotically stable, then (3)
admits a steady state. Its global stability is then immediate.

Let x̃ be an arbitrary constant vector and define z = x− x̃.
Write (3) as

ż = ẋ =−εx+Sg(z+ x̃)+g0

=−εz+S[g(z+ x̃)−g(x̃)]+ g̃0 =−εz+BD(z, x̃)Cz+ g̃0,

where g̃0
.
= g0 + Sg(x̃)− ε x̃ is a constant vector and D a

nonnegative diagonal matrix. Then the system can be written
as (7) with an additive constant term, as follows:

ż(t) = [−εI +BD(t)C]z(t)+ g̃0.

1 we mean that the number of discontinuity points is finite in each
finite interval and, in each of these intervals, right and left limits
are finite
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Fig. 2. The idea: convergent case (left); divergent case (right).

If (7) is asymptotically stable, then the solutions of this sys-
tem are bounded. Since they are a superset of the solutions
of (3), the latter has bounded solutions. Then it necessarily
admits a steady state value x̄ (depending on ε). �

Remark 2.4 The stability of the differential inclusion is a
sufficient condition for the stability of the original system. As
we will see later, a polyhedral function exists for the former
iff it exists for the latter.

From the proof of Theorem 2.1 the next Corollary follows.

Corollary 2.1 If the differential inclusion (7) is asymptoti-
cally stable, then (3) admits an equilibrium.

We conclude the section by pointing out the following equiv-
alence.

Proposition 2.2 Stability of (7) for ε = 0 is equivalent to
its asymptotic stability for ε > 0.

Proof It follows immediately by noting that, given di(t)≥ 0
and denoting by x0(t) the solution corresponding to ε = 0,
the solution corresponding to ε > 0 is xε(t) = e−εtx0(t). �

3 Analysis of the differential inclusion

The main idea is depicted in Fig. 2. We associate the dif-
ferential inclusion with a “nice” discrete–time difference in-
clusion. Then we prove that, if all the possible discrete tran-
sitions starting from the vertices of the diamond (the unit
ball of ‖x‖1) remain bounded, then the continuous–time so-
lution remains trapped inside the convex hull of the reached
points (stable case). Conversely, if the difference inclusion
diverges, so does the differential inclusion, since we prove
that there exist continuous–time solutions arbitrarily close
to the discrete–time solutions.

Let us start by considering the case ε = 0 in (7). Since di(t)
are arbitrary nonnegative, the best we can do is to prove
marginal stability 2 . For any state value x ∈ Rn, the set of

2 for instance, ẋ(t)=−d(t)x(t), d(t)> 0 is not necessarily asymp-
totically stable: the solution does not converge to 0 if d(t) goes
to 0 too quickly
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all derivatives is included in a cone of directions ±bi:

ẋ ∈ {v : v =
q

∑
i=1

vidi, di ≥ 0}, where vi = bic>i x.

Therefore, if we are able to show the existence of a common
convex Lyapunov function for all the special systems

ẋ = bic>i x, (8)

with i = 1, . . . ,q, then the same function is a Lyapunov func-
tion for the differential inclusion (and the nonlinear system).

The solutions of (8) with initial state x0 can be written as

x(t) = x0 +
∫ t

0
bic>i x(σ)dσ = x0 +biϑ(t)

where ϑ(t) =
∫ t

0 c>i x(σ)dσ . To find ϑ we consider the vari-
able (c>i x), which satisfies the differential equation

d
dt
(c>i x) = (c>i bi)(c>i x).

Its solution is c>i x(t) = c>i x0ec>i bit and asymptotically con-
verges to zero, since c>i bi < 0 (see Remark 2.3). Then x(t)
converges to a finite value x∞. Without computing the inte-
gral, we achieve the limit as the value for which

c>i x∞ = c>i (x0 +biϑ∞) = 0

which yields ϑ∞ =−c>i x0/(c>i bi).

The dynamics (8) asymptotically drives the state from x0 to

x∞ = x0 +biϑ∞ = x0−
bic>i x0

c>i bi
=

[
I− bic>i

c>i bi

]
x0.

Now let us consider the family of matrices

F =

{
Φi

.
=

[
I− bic>i

c>i bi

]
, i = 1, . . .q

}
(9)

and the discrete linear difference inclusion (actually a
discrete–time switching system) yk+1 = Φ(k)yk, where Φ(k)
is an arbitrary sequence in F and yk ∈ Rn. We can show
that discrete and continuous–time stability are equivalent.

Theorem 3.1 Robust stability of

ẋ(t) = BD(t)Cx(t), di(t)≥ 0 (10)

is equivalent to robust stability of

yk+1 = Φ(k)yk, Φ(k) ∈F . (11)

To prove this theorem, we use a technical lemma which states
that any solution of the discrete–time system is approached
by a continuous–time solution for large enough time.

Lemma 3.1 Given systems (10) and (11), both starting from
the initial condition y0 = x(0), then ∀k > 0 and ∀δ > 0, no
matter how small, there exists t > 0 such that ‖x(t)−yk‖< δ .

Proof Denote by Di a matrix which has a 1 in the ith diago-
nal position and 0 elsewhere. Take any sequence y1, y2, . . . ,
yk solution of (11). At the first step we have y1 = Φ(0)y0,
with Φ(0)= I−bi0 c>i0/(c

>
i0 bi0). Choose D(t)=Di0 . By keep-

ing such a D(t) on a sufficiently large interval [0, t1), since
the solution of system (10) converges to y1 = Φ(0)y0, there
exists t1 > 0 large enough such that, no matter how small
δ1 > 0 is taken, ‖x(t1)− y1‖ < δ1. Now consider the sec-
ond step y2 = Φ(1)y1, Φ(1) = I− bi1c>i1/(c

>
i1 bi1), for some

i1, and take D(t) = Di1 on an interval [t1, t2) to reach a state
x(t2). Similarly we have that, for t2 large enough, no matter
how small δ2 > 0 is taken,

‖x(t2)−Φ(1)x(t1)‖< δ2.

To estimate the distance of x(t2) from y2 = Φ(1)y1, note that

‖x(t2)− y2‖ ≤ ‖x(t2)−Φ(1)x(t1)‖+‖Φ(1)(x(t1)− y1)‖
≤ δ2 +‖Φ(1)‖δ1

Then ‖x(t3)− y3‖ ≤ δ3 +‖Φ(2)‖δ2 +‖Φ(2)‖‖Φ(1)‖δ1 can
be proved in the same way, by applying the proper D(t)=Di2
on a sufficiently large interval [t2, t3), and so recursively:

‖x(tk)− yk‖ ≤ δk +‖Φ(k−1)‖δk−1 +‖Φ(k−1)‖‖Φ(k−2)‖δk−2
+ · · ·+‖Φ(k−1)‖ . . .‖Φ(2)‖‖Φ(1)‖δ1.

Since δk are arbitrarily small and ‖Φ(k)‖ are uniformly
bounded, we can conclude ‖x(t)−yk‖< δ for some t > 0. �

Lemma 3.1 is interesting per se, because it demonstrates
that the stability of the continuous–time system implies that
of the discrete–time system. This depends on the peculiar
properties of the systems we consider, since in general only
the opposite is true.

Proof of Theorem 3.1 If the continuous–time system (10)
is stable, for [6], Theorem 5.2, there exists a convex and
compact set including 0 in its interior (C–set) which is ro-
bustly positively invariant for (10). Let us call such a set S .
We show that S must be robustly positively invariant also
for (11). By contradiction, assume that for y0 ∈ ∂S (the
boundary of S ) we have

y1 = Φiy0 6∈S for some Φi ∈F .

Then there exists a neighborhood B of y1 such that
B
⋂

S = /0. In view of Lemma 3.1 we would have a
continuous–time solution x(t) approaching y1 arbitrarily
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closely, hence entering in B and thus violating the assump-
tion that S is positively invariant for (10).

Now assume that the discrete–time system (11) is stable.
Then there exists a C–set S which is positively invariant
for (11) ([6], Theorem 5.1). Consider y0 ∈ ∂S . Then, by
the definition of Φi,

y1 = Φiy0 =

[
I− bic>i

c>i bi

]
y0 ∈S .

Define the Bouligand tangent cone to S in y0 (see Fig. 3) as
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Fig. 3. The continuous–time solutions point inside the cone defined
by the discrete–time solutions (dashed arrows)

T (y0) =

{
z : lim

h→0

dist(y0 +hz,S )

h
= 0
}
,

where dist(u,S ) is the distance of u from the set S

dist(u,S ) = inf
v∈S

‖u− v‖.

Since y0 and y1 are both in the convex set S , the vector
δy = y1− y0 is in the tangent cone 3 . Then, for all i,

y1− y0 =−
bic>i
c>i bi

y0 ∈T (y0).

The tangent cone to a convex set is convex, thus by taking
arbitrary nonnegative numbers d̃i ≥ 0 and combining the
vectors achieved for all i we get, for the derivative,

ẋ =
q

∑
i=1

(−d̃i)
bic>i
c>i bi

y0 =
q

∑
i=1

bidic>i y0 ∈T (y0)

where di
.
=−d̃i/(c>i bi)≥ 0. To conclude that S is positively

invariant for (10), we now invoke Nagumo’s theorem [30, 6],
which states that any convex and compact set S is positively
invariant for (10) if and only if ẋ ∈T (x) for all x ∈ ∂S . �

Remark 3.1 In general the theorem holds in one direction
only: the differential inclusion is stable if the difference in-
clusion is stable. The opposite is not true: take q = 1 and
the stable A1 =

[
0 1
−1 0

]
, and note that I+d1A1 is unstable.

3 we would have dist(y0 +h(y1− y0),S )≡ 0 for h < 1

We need now to remind the concept of polyhedral function.
Given a full row rank matrix X ∈Rn×s, the following poly-
hedral norm can be defined

VX (x) = inf{‖w‖1 : Xw = x, w ∈ Rs}

The vertices of the unit ball of VX (x) are the columns of
matrix X and their opposites. The dual expression is

V F(x) = ‖Fx‖∞

where F ∈Rs×n has full column rank. In this case the facets
of the unit ball are on the planes Fkx = 1 or Fkx =−1, where
Fk is the kth row of F .

We say that VX (x) is a weak Lyapunov function if it is non–
increasing along all possible system trajectories.

Theorem 3.1 admits the following corollary.

Corollary 3.1 (11) is marginally stable and has a weak
polyhedral Lyapunov function if and only if (10) is
marginally stable and has the same weak Lyapunov function.

Proof It is immediate since, by homogeneity, a norm is a
weak Lyapunov function iff its unit ball, which is a C–set,
is positively invariant. For the proof of Theorem 3.1, such
a unit ball is positively invariant for (11) if and only if it is
positively invariant for (10). �

The main asymptotic stability result is summarized next.

Theorem 3.2 If (11) admits a weak Lyapunov function, then

1. (7) is stable for ε = 0;
2. (7) is asymptotically stable for ε > 0;
3. (1) is structurally convergent.

3.1 Computational procedure

Given matrix X , let Y =mr(X) be its minimal representation,
namely the minimal subset of columns of X for which

VX (x) =VY (x),

achieved from X by removing all the redundant vertices. Let
us define the following iterate in the set of polyhedra:

Xk+1 = Ψ(Xk) (12)

where
Ψ(X) = mr [X Φ1X · · · ΦqX ] .

Lemma 3.2 [5] The linear differential inclusion (11) has
a polyhedral Lyapunov function VX , with X full row rank
matrix, if and only if Ψ has a fixed point Ψ(X) = X, with X
full row rank matrix.
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For unitary networks, since c>i bi =−1 ∀ i, the computation
turns out to be particularly efficient, as shown next.

Proposition 3.1 Assume that c>i bi =−1 for all i. Then, for
any X integer, the sequence Xk is integer.

This proposition is obvious from (9), because it implies that
Φk are integer matrices. Its importance lies on the fact that,
for the specific problem of structural stability, we can de-
termine polyhedral functions of a special structure, namely
with integer vertices. Moreover, we can define a stopping
criterion for the procedure.

We can start with the computation of Xk from any arbitrary
full row rank integer matrix X0. For simplicity, we can set
X0 = [−I I]. Then the procedure works as follows 4 .

1. Fix ν > 1, integer. Let X0 := [−I I]
2. Compute the sequence (12), until either

Successful stop: [Xk −Xk]≡ [Xk−1 −Xk−1],
Unsuccessful stop: maxi j |Xk|i j > ν .

Proposition 3.2 If c>i bi =−1, then the previous procedure
stops in a finite number of steps.

The proposition proof is trivial, because the number of in-
teger matrices which satisfy the condition maxi j |X |i j ≤ ν is
finite and then the iterate Xk can either leave the set or hit a
fixed point.

To choose the value of ν , consider that, if the procedure does
not converge with a certain ν , there will be a continuous-time
trajectory originating from ‖x(0)‖1 ≤ 1 such that ‖x(t)‖∞

approaches the value ν for large t, since continuous–time
trajectories can get arbitrarily close to discrete–time trajec-
tories. Since ‖x‖1 ≥ ‖x‖∞, ν corresponds to the tolerance
we accept for the ratio of the maximum 1–norm during the
transient evolution of the system to the initial 1–norm, and
can be fixed accordingly.

We can similarly prove the next corollary.

Corollary 3.2 If c>i bi =−1, then stability of (7) is equiva-
lent to the existence of a polyhedral Lyapunov function.

We can consider a dual procedure having the same property.
Precisely, the iteration can be applied to the dual system

xk+1 = Φ(k)>xk.

The stability of the primal and the dual system are equivalent
[8]. Therefore the dual procedure converges iff the primal
does. In case of convergence to a matrix X̄ , the primal system
admits the polyhedral Lyapunov function V F(x) = ‖X̄>x‖∞.

4 Matlab code available at
http://users.dimi.uniud.it/~franco.blanchini/polychem.zip

We finally present an equivalence result: a polyhedral func-
tion is a Lyapunov function for the nonlinear system iff it is
a Lyapunov function for the linear differential inclusion.

Theorem 3.3 Let x̄ be a steady state of (1). Then the system
is stable with a polyhedral Lyapunov function V (x− x̄) for
any possible choice of functions g satisfying our assumptions
if and only if V (x− x̄) is a Lyapunov function for (7) ∀ε ≥ 0.

Proof Just the “only if” part needs to be proved. If V (x− x̄)
is a Lyapunov function for the nonlinear system, it must be
a local Lyapunov function for the linearized system ż = Jz,
where J is the Jacobian. As we have seen (Remark 2.2), the
Jacobian of the system has exactly the structure of the state
matrix of the differential inclusion: J = BDC, where D in-
cludes the partial derivatives computed in x̄. If g is arbitrary,
then D is arbitrary diagonal with nonnegative diagonal ele-
ments. Then the proof follows immediately. �

4 Non–unitary networks and special cases

The procedure can be applied to non–unitary systems with-
out conceptual restrictions. However, since integer terms of
magnitude greater than 1 can appear, the procedure might
not converge. In this case, it is recommended to normalize
the columns of B or the rows of C (this is always possible,
because it is equivalent to the substitution Di := κDi), in or-
der to get 1 as the maximum magnitude. For example, the
reactions 2A+B

g2ab−−⇀C, B
gb−⇀ /0 and C

gc−⇀ /0 correspond to

B =


−1 −1 0 0

− 1
2 −

1
2 −1 0

1
2

1
2 0 −1

 , C =


1 0 0 0

0 1 1 0

0 0 0 1


>

.

In this case the procedure converges, yet it generates a unit
ball with non–integer vertices. Due to non–integer values, fi-
nite time convergence is not assured in general. Interestingly,
decomposing the g2ab reaction as A+B

gab−−⇀ D, A+D
gad−−⇀C

or as A+A
gaa−−⇀ D, B+D

gbd−−⇀ C still leads to convergence
in both cases.

There are special structures for which there is no need to
apply the procedure, since we can show they admit a poly-
hedral Lyapunov function. This is the case, for instance, of
compartmental systems [29], which are formed by arcs as
in Fig. 1 (a), (b) and (c). Actually, also arcs as in Fig. 1 (d)
are admitted.

Proposition 4.1 Networks containing only reactions of the
types in Fig. 1 (a), (b), (c) and (d) admit a polyhedral Lya-
punov function ‖x‖1 (the proposed procedure, initialized
with [−I I], stops at the first step, yielding [−I I]).

In fact, in the case of each of these arcs, the iterate Ψ maps
each versor ±eh in another versor, thus Ψ has a fixed point
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X = [−I I] and VX is a polyhedral Lyapunov function; lin-
earity assures that any combination of arcs of these types
admits the same polyhedral Lyapunov function.

Applying the procedure can turn out to be unnecessary also
in the case of networks which are subsets/supersets of others
already tested. A network N1 is a subset of N2 if it is
achieved from N2 by removing arcs. In this case we say that
N2 is a superset of N1.

Lemma 4.1 If a certain biochemical network admits a poly-
hedral Lyapunov function, then any of its subsets admits a
polyhedral Lyapunov function too. Conversely, if a certain
biochemical network does not admit polyhedral Lyapunov
functions, then none of its supersets can admit a polyhedral
Lyapunov function.

5 Boundedness and local stability

5.1 Boundedness

We have seen that, if the associated differential inclusion ad-
mits a polyhedral function, then, by Theorem 3.2 and Corol-
lary 2.1, the original system has a bounded solution. Yet the
system might be bounded even though it does not pass the
“polyhedral” test. Boundedness is a fundamental property
on its own [4] and we wish to investigate it further by pro-
viding a different test, inspired by the proposed procedure,
but less conservative. The idea is to absorb the system in
a positive differential inclusion. The trick is to divide and
multiply each negative term appearing in an equation by the
variable associated with that equation, for instance

ȧ = · · ·−g(a,b) · · ·= · · ·− g(a,b)
a

a · · ·= · · ·− k a · · · ,

and to write in the same way the same positive term in the
other equations. We thus achieve an absorbing differential
inclusion which is associated with a Metzler matrix.

Example 5.1 Consider the chemical system

A+B
gab(a,b)−−−−−⇀C, /0

a0−⇀ A,

C+D
gcd(c,d)−−−−−⇀ E, /0

b0−⇀ B,

A+E
gae(a,e)−−−−−⇀ /0, /0

d0−⇀ D,

corresponding to the graph named Berlioz5 in Fig. 4, and
the associated ODE model

ȧ =−gab(a,b)−gae(a,e)+a0

ḃ =−gab(a,b)+b0

ċ = gab(a,b)−gcd(c,d)

ḋ =−gcd(c,d)+d0

ė = gcd(c,d)−gae(a,e)

If we denote α = gab(a,b)/a, β = gae(a,e)/a, γ =
gab(a,b)/b, δ = gcd(c,d)/c, η = gcd(c,d)/d, ζ = gae(a,e)/e,
we can rewrite the system as

ȧ

ḃ

ċ

ḋ

ė


=



−(α +β ) 0 0 0 0

0 −γ 0 0 0

α/2 γ/2 −δ 0 0

0 0 0 −η 0

0 0 δ/2 η/2 −ζ





a

b

c

d

e


+



a0

b0

0

d0

0


.

Defining the matrices Φk as before, we can see that, for uni-
tary systems, they are nonnegative but, unfortunately, not
necessarily integer. Then we can use an iterative procedure
initialized with matrix I. The sequence Xk would include
only nonnegative matrices, non–integer in general. The con-
dition Xk = Xk−1 would tell us that the polyhedron defined
as the convex hull of the columns of Xk and 0

P = {x = Xkw : ∑
i

wi ≤ 1, wi ≥ 0}

is positively invariant for the discrete–time system and also
for the differential inclusion, with the difference that the
previous stopping criterion of Proposition 3.2 would be not
valid anymore. This would imply boundedness for g0 = 0
and, assuming ε > 0, boundedness for arbitrary g0 > 0 con-
stant. Actually, it is sufficient that the additive term g0 > 0
is bounded. This is relevant to systems including functions
of the form g(x̄i− xi), with 0 ≤ xi ≤ x̄i, which can now be
handled just as bounded terms.

Note that in most cases we do not need to use the procedure
if we notice that, as in Example 5.1, the positive system is
diagonally dominant. In particular, we have the following.

Proposition 5.1 A system formed only by arcs (a), (b), (c),
(d), (e), (g), (h) as in Fig. 1 is structurally bounded.

Proof It is possible to verify that the matrix is at least weakly
diagonally dominant in presence of arcs (a), (b), (c), (d), (e),
(g), (h). In the case of diagonal dominance, the unit simplex

P = {x : ∑
i

xi ≤ 1, xi ≥ 0}

is positively invariant for both the discrete and the continu-
ous time systems. �

Conversely, diagonal dominance is not assured in the pres-
ence of arcs (f), (i).

5.2 Local dissipativity and mismatch

In the previous sections we have assured asymptotic stability
by introducing the ε dissipativity. Yet, we have added the
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same level of dissipativity to each node and it is natural to ask
whether the system tolerates a mismatch in the dissipation
terms. Instead of (3) and (7), we may consider a system
which has in general different dissipation terms:

ẋ(t) =

[
−∆I +

q

∑
i=1

bidi(t)c>i

]
x(t), x(0) = x0 (13)

where ∆ is a diagonal matrix with nonnegative elements,
which includes ∆ = εI as a special case. We have the fol-
lowing.

Proposition 5.2 Assume that the system passes the compu-
tational test with a Lyapunov function VX (which means that
VX is a Lyapunov function for (13) with ∆ = 0). Then VX is
a Lyapunov function for (13) if and only if it is a Lyapunov
function for the ∆–system

ẋ(t) =−∆x(t)

Proof If VX is a Lyapunov function for (13), since di(t)≡ 0 is
a possible realization, it is necessarily a Lyapunov function
for the ∆–system. Conversely, if VX is a Lyapunov function
for the ∆–system and, by assumption, for (13) with ∆ = 0,
by linearity it is a Lyapunov function for (13). �

In the case of important mismatches in the dissipative terms,
we can assume ∆ to be bounded in a set of the form

D = {∆ : 0≤ ∆
−
i ≤ ∆i ≤ ∆

+
i }

and check if the provided function works for the ∆–system.
This check requires linear programming [6]. Precisely, it
is necessary and sufficient that, for each column xk of the
matrix X representing the function, we have

∆xk ∈T (xk)

where T (xk) is the tangent cone whose generators are−xk+
xi and −xk− xi, for all columns xi of X . In principle this is
an LP problem which has to be solved for all vertices of D
and all columns of X .

5.3 Local stability within the stoichiometric compatibility
class

The ε perturbation definition we have used so far may seem
unnatural for reactions restricted in a stoichiometric com-
patibility class. If we assume ε = 0, a polyhedral Lyapunov
function may assure only marginal stability of the system.
Still we may perform a test which guarantees at least local
asymptotic stability of the equilibrium (if any).

We start by stating the following.

Theorem 5.1 [8] A linear continuous–time and time–
invariant system admits polyhedral Lyapunov functions if
and only if it is stable (at least marginally) and there are no
purely imaginary eigenvalues (i.e. only λ = 0 is admitted).

We use the theorem to show that, if we have a polyhedral
Lyapunov function, then asymptotic stability is equivalent
to non–singularity inside the stoichiometric compatibility
class. Let z = x− x̄ and consider the orthogonal transforma-
tion [

H>

K>

]
z =

[
zH

zK

]
, z =

[
H K

][ zH

zK

]
,

where H is an orthonormal basis of ker[S>] (hence H>S= 0)
and K is an orthonormal basis of Ra[S]. Thus, if we put g0 = 0
in (1), we have H>ẋ= 0. By means of a state transformation,
system (5) with ε = 0 can be rewritten as[

żH

żK

]
=

[
H>

K>

]
BDC

[
H K

] [ zH

zK

]
.

Since B is formed by columns of S, H>B = 0 and[
żH

żK

]
=

[
0 0

BKDCH BKDCK

] [
zH

zK

]
,

where BK = K>B, CK = CK and CH = CH. Therefore
zH(t) = zH(0) is constant. If x̄ is an equilibrium in the same
stoichiometric class of x(0), we have zH(0) = 0 and then

żK = BKDCKzK .

Thus we just need to assess the asymptotic stability of this
latter system. If a polyhedral Lyapunov function has been
found for the original system, also the zK subsystem admits a
polyhedral Lyapunov function, because it has been obtained
by a linear state transformation. Hence, in view of Theorem
5.1, we conclude the following.

Proposition 5.3 Assume that the system admits a polyhe-
dral Lyapunov function. Let x̄ be an equilibrium point in the
stoichiometric compatibility class of x(0) = x0. Assume that
all the partial derivatives of the functions gk are non–zero at
the equilibrium. Then such an equilibrium is asymptotically
stable iff K>BDCK is structurally non–singular, where K is
any basis of Ra[S].

Note that, since we are considering a non–singularity prob-
lem, any basis K, not necessarily orthonormal, is suitable.

The only issue left is how to check the non–singularity of
K>BDCK = BKDCK . To this aim, we propose a test which
is an improved version of that proposed in [10]. Notice that

ψ(d1,d2, . . . ,dq) = det[−BKDCK ]
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is a multi–affine function of the nonnegative diagonal el-
ements dk of D. To verify whether ψ(d1,d2, . . . ,dq) 6= 0,
since dk are arbitrary nonnegative scalars, we can normal-
ize them as 0 ≤ dk ≤ 1. Then we consider the hypercube
Cd = {dk : 0 ≤ dk ≤ 1, k = 1, . . . ,q}. Since matrices BDC
and BKDCK have the same structure, we can equivalently
analyze the function ϕ(d1,d2, . . . ,dq) = det[−BDC] (which
must be nonnegative if the system admits a polyhedral Lya-
punov function). If we denote by D(v) the matrices corre-
sponding to the vertices of the hypercube Cd , we can prove
the following.

Proposition 5.4 det[−BDC] > 0 ∀D > 0 if and only if
det[−BC]> 0 and det[−BD(v)C]≥ 0 ∀v.

Proof Necessity obviously descends from continuity ar-
guments. We prove sufficiency by contradiction. Assume
there is an internal point d∗ > 0 of the hypercube such
that ϕ(d∗1 ,d

∗
2 , . . . ,d

∗
q) = 0. We recall that a multi–affine

function defined on a hypercube reaches its minimum (and
maximum) value on a vertex of the hypercube. Then, if we
consider variations along the direction of 0 ≤ d1 ≤ 1, we
must have ϕ(1,d∗2 , . . . ,d

∗
q) = 0. If we repeat the argument

for all the directions, we conclude that ϕ(1,1, . . . ,1) = 0,
in contradiction with the assumption det[−BC]> 0. �

This result allows us to assess the non–singularity of the
matrix inside the hypercube Cd by simply checking the value
of ψ(d1,d2, . . . ,dq) = det[−K>BDCK] on the vertices of Cd ,
thus on a finite number of points.

6 Examples

To evidence the potentiality of the proposed procedure, we
have performed a stability test and a boundedness test for a
large number of examples of biochemical networks, whose
graphs are shown in Fig. 4. Each network is identified by
the name of a famous musician and a number representing
the order of the system.

Test results are reported in Table 1. In column CV (conver-
gence) we have reported the outcome (Yes/No) of the proce-
dure described in Subsection 3.1. In the Yes case, we have
reported the number of vertices and the number of facets
of the unit ball of the polyhedral function, in the columns
labeled as nV and nF respectively. We notice that the num-
bers nV and nF are surprisingly small, while in general poly-
hedral Lyapunov functions can be extremely complex [8].
The primal and the dual procedure may produce quite dif-
ferent numbers. Clearly they are always consistent with the
verdict on the existence of the function. We have reported
the rank of S in column r(S), to evidence the dimension of
the stoichiometric class, and the outcome (NCC=Yes/No) of
the non–singularity test in the stoichiometric class. To ana-
lyze the conservativeness of the test, we have also randomly
generated points (105) in the hypercube Cd and reported, in
column MR, the maximum real part of the eigenvalues of

Table 1
Results of the numerical tests.

Network CV nv n f r(S) NCC MR BO

Albinoni3 Yes 14 12 3 Yes −10−6 Yes
Buxtehude3 No - - 3 No 0.4133 No
Corelli3 Yes 6 6 3 Yes −10−6 Yes
Frescobaldi3 No - - 3 Yes −10−8 Yes
Pachelbel3 No - - 3 Yes −10−6 Yes
Telemann3 Yes 10 12 3 Yes −10−6 Yes
Bach4 No - - 3 Yes 0 Yes
Beethoven4 No - - 4 Yes −10−6 Yes
Boccherini4 No - - 4 Yes −10−8 Yes
Čajkovskij4 No - - 4 No 0.2357 Yes
Chopin4 Yes 8 14 4 Yes −10−6 Yes
Clementi4 No - - 4 No 0 Yes
Dvořák4 No - - 3 Yes 0 Yes
Fauré4 No - - 4 No 0 Yes
Gluck4 Yes 14 8 4 Yes −10−7 Yes
Gounod4 No - - 4 Yes −10−8 Yes
Händel4 Yes 8 16 4 Yes −10−4 Yes
Haydn4 Yes 16 18 3 Yes 0 Yes
Mozart4 Yes 14 8 3 Yes 0 Yes
Offenbach4 No - - 4 Yes −10−7 Yes
Paganini4 Yes 14 18 4 Yes −10−8 Yes
Pergolesi4 No - - 4 Yes −10−8 Yes
Purcell4 Yes 16 18 3 Yes 0 Yes
Salieri4 No - - 4 No 0 Yes
Scarlatti4 No - - 4 No 0 Yes
Schubert4 No - - 4 No 0.2031 Yes
Schumann4 No - - 4 No 0 Yes
Vivaldi4 No - - 3 Yes 0 Yes
Berg5 Yes 32 10 4 Yes 0 Yes
Berlioz5 Yes 32 10 3 Yes 0 Yes
Brahms5 Yes 32 10 4 Yes 0 Yes
Elgar5 No - - 4 Yes 0 Yes
Grieg5 Yes 22 68 5 Yes −10−7 Yes
Liszt5 Yes 28 66 5 Yes −10−7 Yes
Martucci5 No - - 5 Yes −10−8 Yes
Mendelssohn5 No - - 5 No 0 Yes
Rachmaninov5 No - - 4 Yes 0 Yes
Ravel5 No - - 4 Yes 0 Yes
Respighi5 Yes 32 32 4 Yes 0 Yes
Šostakovič5 No - - 5 Yes −10−6 Yes
Strauss5 Yes 12 24 4 Yes 0 Yes
Debussy6 Yes 64 30 4 Yes 0 Yes
Mahler6 Yes 12 62 6 Yes −10−6 Yes
Schönberg7 No - - 7 Yes −10−7 Yes

CV = Convergence (Yes/No);
nV = number of vertices (primal procedure);
nF = number of facets (dual procedure);
r(S) = rank(S);
NCC = Non–Singularity in the Stoich. Compatibility Class (Yes/No);
MR = Maximum Randomly generated eigenvalue real part;
BO = Boundedness test (Yes/No).

all samples 5 . All the networks whose eigenvalues have a
positive random maximum real part are recognized as unsta-
ble, as expected. However, some networks which are locally
marginally stable, according to the random eigenvalues out-
come, do not pass the polyhedral function test. The bound-
edness test is instead much less conservative, as evidenced
by the results reported in the last column (BO=Yes/No).

Next we show some examples of well–known models in
the literature, for which we can find polyhedral functions in
order to prove structural stability.

5 positive values ≤ 10−12 have been considered as zero
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Fig. 4. Graphs of the biochemical networks tested in Section 6. Test results are reported in Table 1.

Example 6.1 Enzymatic reactions. Consider the reaction
of an enzyme E binding to a substrate S to form a complex C;
the product P results from the modification of the substrate
S due to the binding with the enzyme E [1, 16, 17].

/0
gs0−−⇀ S, S+E

ges−⇀↽−
gc

C
ḡc−⇀ P+E

Since c+ e = κ = const, the equations for x = [s e]> are

ṡ =−ges(e,s)+gc(κ− e)+gs0

ė =−ges(e,s)+gc(κ− e)+ ḡc(κ− e)

This system is bounded and, in view of Proposition 4.1,
structurally stable with a Lyapunov function ‖x− x̄‖1. Of
course neither stability nor boundedness can be inferred for
the final product P, which in general diverges.

12



Example 6.2 A metabolic network. Consider the metabolic
network proposed in [12] p. 106, with reactions

/0
ga0−−⇀ A, A+C

gac−−⇀ B+D, D
gd−⇀C, B

gb−⇀ /0

If we notice that c+ d = const, we obtain a system in the
variables a, b and c which turns out to be structurally stable:
the procedure generates a Lyapunov function whose unit ball
has 10 vertices, while the dual unit ball has 12 facets.

Example 6.3 Gene expression. Both transcription and
translation can be modeled by the reduced reactions [16]

A+E
gae−−⇀↽−−
gc

C, C
ḡc−⇀ A+E +B.

In the case of transcription, E is RNA polymerase, A is DNA
and B is produced mRNA. In the case of translation, E stands
for ribosomes, A is mRNA and B is the produced protein. In
both cases, C is an intermediate complex. This mechanism,
in the variables a, c and e, is both bounded and structurally
stable: the procedure generates a Lyapunov function with 12
vertices (the dual unit ball has 12 facets). Yet, if we consider
the final product B, e.g. by including a degradation reaction
B

gb−⇀ /0, the procedure does not converge. However, we can
prove that the system is stable (hence bounded): a, c and e,
whose evolution is independent of b, converge to a steady
state ā, c̄ and ē; the equation for b is ḃ = ḡc(c)− gb(b),
therefore b also converges to a steady state.

Example 6.4 MAPK pathway. Consider the open–loop
MAPK pathway equations

ẏ1 = gy13(ȳ− y1− y3)−gy1(x,y1),

ẏ3 = gxy(x, ȳ− y1− y3)−gy3(y3),

ż1 = gz13(z̄− z1− z3)−gz1(y3,z1),

ż3 = gyz(y3, z̄− z1− z3)−gz3(z3),

where x is a constant input. The model results from the
substitutions of y1 + y2 + y3 = ȳ = const and z1 + z2 + z3 =
z̄ = const in the two phosphorylation processes (see [12] p.
207 and also [22]). Numerical tests show that the system is
bounded, but does not admit an overall Lyapunov function.
In these cases, it is possible to adapt the framework and
check only a subset of reactions. In fact, by separately ana-
lyzing the two modules of the cascade, we can see that the
considered system is robustly stable. For constant x, the y–
subsystem admits a polyhedral Lyapunov function (the unit
ball has 6 vertices, the dual 4 facets). Hence the y variables
converge to a steady state, which is asymptotically stable in
view of Proposition 5.3. Convergence of y3 to a steady state
allows to apply the same analysis to the z–subsystem.

7 Conclusions

We have considered biochemical reaction networks with
monotone reaction rates. In order to assess their structural

global stability, we have devised a numerical recursive test
for seeking a polyhedral Lyapunov function. In the proposed
setup, the numerical procedure has shown to be very effi-
cient in the case of unitary networks, because it operates on
integer–valued matrices. The test can be conservative and
may not be passed by systems which are locally stable ac-
cording to a random test on the eigenvalues. In case this first
test fails, a similar, less conservative procedure allows us to
test whether at least the state variables are bounded. Stability
and boundedness tests have been performed for many bio-
chemical systems, including well established models in the
biochemical literature. Numerical procedures have shown to
be effective and useful to detect stability also in complex,
quite large reaction networks: we can efficiently analyze sys-
tems up to 8-10 variables, which is still surprising in the
context of polyhedral functions.
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