1 Introduction

1.1 Basics. The familiar continued fraction algorithm, normally applied to real numbers, can just as well be applied to formal Laurent series $\sum_{k=-m}^{\infty} g_k X^{-k}$ in a variable $X^{-1}$, with the "polynomial portion" $\sum_{k=-m}^{0} g_k X^{-k}$ of the complete quotient taken to be its "integer part". Then the partial quotients are polynomials in $X$, and we learn that continued fraction expansions

$$[a_0(X), a_1(X), \ldots, a_n(X), \ldots]$$

with partial quotients polynomials of degree at least 1 in $X$ and defined over some field apparently converge to formal Laurent series in $X^{-1}$ over that field. It is an interesting exercise to prove that directly and to come to understand the sense in which the convergents provide best approximations to Laurent series.

Specifically, given a Laurent series $F(X)$ — unless the contrary is clearly indicated we will assume it not to be a rational function — define its sequence $(\tilde{F}_n)_{n \geq 0}$ of complete quotients by setting $\tilde{F}_0 = F$, and $\tilde{F}_{n+1} = 1/(\tilde{F}_n - a_n(X))$. Here, the sequence $(\tilde{a}_n)_{n \geq 0}$ of partial quotients of $F$ is given by $\tilde{a}_n = \lfloor \tilde{F}_n \rfloor$ where $\lfloor \cdot \rfloor$ denotes the polynomial part of its argument. Plainly we have

$$F = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ldots}}}$$

Only the partial quotients matter, so such a continued fraction expansion may be conveniently detailed by $[a_0, a_1, a_2, a_3, \ldots]$.

The truncations $[a_0, a_1, \ldots, a_n]$ are rational functions $p_n/q_n$. Here, the pairs of relatively prime polynomials $p_n(X), q_n(X)$ are given by the matrix identities

$$\begin{pmatrix} a_0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} a_1 & 1 \\ 1 & 0 \end{pmatrix} \cdots \begin{pmatrix} a_n & 1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} p_n & p_{n-1} \\ q_n & q_{n-1} \end{pmatrix}$$

and the remark that the empty matrix product is the identity matrix. This alleged correspondence, whereby these matrix products provide the sequences of
continuants \((p_{\alpha}, q_{\alpha}) \geq 0\) and \((q_{\alpha}, q_{\alpha}) \geq 0\), and thus the convergents \(p_{b}/q_{b}\) for \(b \geq 0\), may be confirmed by induction on the number of matrices on noticing the definition
\[
[a_0, a_1, \ldots, a_b] = a_0 + 1/[a_1, \ldots, a_b], \quad [a_0] = a_0.
\]
It follows that the continuants \(q_b\) satisfy \(\text{deg} q_{b+1} = \text{deg} a_{b+1} + \text{deg} q_b\). It also clearly follows, from transposing the matrix correspondence, that
\[
[a_b, a_{b-1}, \ldots, a_1] = q_b/q_{b-1}, \quad \text{for } b = 1, 2, \ldots.
\]
The matrix correspondence entails \(p_b/q_b = p_{b-1}/q_{b-1} + (-1)^{b-1}/q_{b-1} q_b\), whence, by induction, \(F = a_0 + \sum_{n=1}^{\infty} (-1)^{n-1}/q_n q_{n-1}\), and so
\[
\text{deg}(q_b F - p_b) = -\text{deg} q_{b+1} < -\text{deg} q_b,
\]
displaying the excellent quality of approximation to \(F\) provided by its convergents.

**Proposition 1.** Let \(p, q\) be relatively prime polynomials. Then
\[
\text{deg}(q F - p) < -\text{deg} q
\]
if, and only if, the rational function \(p/q\) is a convergent to \(F\).

**Proof.** The "if" part of the claim has already been noticed, so we may take \(b\) so that \(\text{deg} q_{b-1} \leq \text{deg} q < \text{deg} q_b\), and note that supposing \(p/q\) is not a convergent entails that \(q\) is not a constant multiple of \(q_{b-1}\). Because \(p_0 q_{b-1} - p_{b-1} q_0 = \pm 1\), there are nonzero polynomials \(a\) and \(b\) such that
\[
q = a q_{b-1} + b q_b,
\]
\[
p = a p_{b-1} + b p_b
\]
and so \(q F - p = a(q_{b-1} F - p_{b-1}) + b(q B - p_b)\). Now suppose that the two terms on the right are of different degree, \(\text{deg} a = \text{deg} q_{b-1}\) and \(\text{deg} b = \text{deg} q_{b+1}\), respectively. In that case plainly \(\text{deg} q_{b-1} F - p_{b-1} > \text{deg} q_{b-1} F - p_{b-1} > \text{deg} q_{b} F - p_{b}\), confirming that the convergents provide the locally best approximations to \(F\).

To verify the suggestion that the degrees of the two terms are different, notice that \(\text{deg} a q_{b-1} = \text{deg} b q_b\), otherwise \(\text{deg} q < \text{deg} q_b\) is not possible, so \(\text{deg} a = \text{deg} q_{b} = \text{deg} b = \text{deg} q_{b+1}\). Moreover, \(\text{deg} a = \text{deg} q_{b} = \text{deg} q_{b-1}\). So it remains to confirm that \(\text{deg} a = \text{deg} q_b \geq -\text{deg} q\). But that's plain because, of course, \(\text{deg} a\) must be at least as large as \(\text{deg} q_b - \text{deg} q_{b-1}\).

These arguments are noticeably cleaner with a nonarchimedean absolute value, namely degree in \(X\) of a Laurent series in \(X^{-1}\), than in the traditional archimedean case where one deals with the usual absolute value of real numbers.
1.2 Generalisations. There is of course an extensive literature touching on the topics of power series and continued fractions, going back to the very beginnings of modern mathematics. However the expansions involved are typically not the simple continued fractions we consider here but have the more general shape

\[
F = a_0 + \frac{b_1}{a_1 + \frac{b_2}{a_2 + \frac{b_3}{a_3 + \cdots}}} = [a_0, b_1, a_2, b_2, a_3, b_3, \ldots],
\]

The abstract theory is not all that different from our "basics" above, but now questions about the quality of convergence of the convergents are relevant and dominate. In brief, neither the series nor their continued fractions are a priori "normal". The bible of these matters is H. S. Wall [23]; there’s a nice introduction in Henrici [11]. One might further study [12] and the very extensive literature on Padé approximation. And then there are wondrous identities à la Ramanujan; see for example the five volume series [5].

2 Remarks and Allegations

2.1 A generic example. A brief computation by PARI GP reveals that

\[
G(X) = \prod_{n=0}^{\infty} (1 - X^{-2n}) = \left[1, -X + 1, -\frac{1}{2} X^2 - 1, 2X^2 - 2X + 4, -\frac{1}{2} X, 2X^2 + 2X - \frac{1}{2} X^3 - 1, X + \frac{1}{2}, \frac{4}{3} X + \frac{1}{3}, \frac{1}{2} X^2 + X^3 - X - \frac{1}{2} X^4 + \frac{1}{2} X^5, \ldots \right].
\]

The abstract theory is not all that different from our "basics" above, but now questions about the quality of convergence of the convergents are relevant and dominate. In brief, neither the series nor their continued fractions are a priori "normal". The bible of these matters is H. S. Wall [23]; there’s a nice introduction in Henrici [11]. One might further study [12] and the very extensive literature on Padé approximation. And then there are wondrous identities à la Ramanujan; see for example the five volume series [5].

2 Remarks and Allegations

2.1 A generic example. A brief computation by PARI GP reveals that

\[
G(X) = \prod_{n=0}^{\infty} (1 - X^{-2n}) = \left[1, -X + 1, -\frac{1}{2} X^2 - 1, 2X^2 - 2X + 4, -\frac{1}{2} X, 2X^2 + 2X - \frac{1}{2} X^3 - 1, X + \frac{1}{2}, \frac{4}{3} X + \frac{1}{3}, \frac{1}{2} X^2 + X^3 - X - \frac{1}{2} X^4 + \frac{1}{2} X^5, \ldots \right].
\]
2.2 Thoughts and Remarks. The following are among the thoughts I mean to provoke by this example. a. PARI is a fine program indeed; the computation truly is brief. b. This is computational mathematics. It’s nearly impossible to notice this kind of thing by hand; one thinks one must have blundered in the calculation. c. The example is no more than an example, and it seems quite special. But the general appearance of the expansion in fact is typical. d. It is striking that the complexity of the coefficients grows at a furious rate, yet the mind’s eye sees pattern, of sorts. It will be worthwhile to hint at an explanation for that. e. Most of the partial quotients are of degree 1; the others have degree 2. It turns out that it is the partial quotients of degree 2 that should surprise. Partial quotients of formal Laurent series ‘want’ to have degree 1. A kind of sort of “quasi-repetition” in our particular example in fact ‘perpetuates’ an ‘initial accident’ which happens to yield a partial quotient of degree 2. f. One should give in to the temptation to wonder what happens to our example when it is considered to be defined over some field of characteristic $p \neq 0$. Of course, if $p$ never occurs in a denominator of a partial quotient then the expansion has good reduction, and we can just reproduce it reduced modulo $p$. But what happens when the expansion has bad reduction at $p$?

By the way, it is not just that it’s reasonable to reduce mod $p$. It’s unreasonable not to. The example, let alone my claim that it is generic, shouts a reminder that formal power series want to be defined over a finite field, and not over $\mathbb{Q}$.

2.3 Two examples of reduction mod $p$. It’s easy to begin to answer that last question by computing a few instances. For example, over $\mathbb{F}_3$ we find that

$$
\prod_{h>0} (1 - X^{-2h}) = 
= [1, 2X + 1, X + 2, 2X^2 + X + 1, X^2, 2X^2 + 2X, 2X + 2, X + 2, X^2 + 2X + 2, 2X^2 + 2X + 1, X^2 + 2X + 1, X + 1, 2X^8 + X^5 + X^4 + X^3 + X^2 + 2X + 2, X^2 + X + 2, 2X + 2, X^2, 2X + 1, 2X^4 + X^3 + X^2 + 2X + 2, 2X + 1, X + 1, 2X^{12} + 2X^{11} + X^8 + X^7 + X^4 + X^3 + 2, X + 2, 2X^2 + 2X + 1, X^2 + 2X + 2, X + 1, X^2 + 2X, 2X + 1, X + 2, \ldots].$

Not too surprisingly, to the extent that the original expansion has good reduction the new expansion is its reduction; the first term with bad reduction ‘collapses’ to a term of higher degree. Beyond that term the expansion is not immediately recognisable in terms of the original.

Of course,

$$
\prod_{h>0} (1 + X^{-2h}) = 1/(1 - X^{-1}) = X/(X - 1),
$$

* For those not Anglophone: The phrase ‘kind of sort of’, though rarely produced in print, is thought often. It’s well, kind of sort of a little more vague than just ‘kind of’, or ‘sort of’, alone.
and so we should not be shocked to find that over $\mathbb{F}_2$, for example
\[
(1 - X^{-1})(1 - X^{-2})(1 - X^{-4})(1 - X^{-8})(1 - X^{-16})(1 - X^{-32}) (1 - X^{-64})
= [1, X + 1, X^{128} + X^{125} + \cdots + X + 1].
\]
In this case, the collapse to high degree is exceptionally vivid.

2.4 An atypical example. On the other hand, consider
\[
X^{-1} + X^{-2} + X^{-3} + X^{-5} + \cdots + X^{-F_0} + \cdots
\]
\[
= [0, X^{-1}, X^2 + 2X + 2, X^3 - X^2 + 2X - 1, -X^3 + X - 1, -X - X^4 + X - X^2,
-X^2 + X, -X - 1, X^2 - X + 1, X^{11} - X^3, -X^3 - X, X, X, X^{18} - X^7,
-X, X^3 + 1, X, -X, -X - 1, -X + 1, -X^{29} + X^8, X - 1, \ldots].
\]
Here the sequence of exponents ($F_k$) of the series is defined by the recurrence relation $F_{k+2} = F_{k+1} + F_k$ and the initial values $F_0 = 1, F_1 = 2$.

The following thoughts and remarks will surely have sprung to the reader’s mind: a. This example is likely to have first been noticed by persons excessively interested in Fibonacci numbers. b. The continued fraction expansion appears to have good reduction everywhere that entails that on replacing $X$ by any integer of absolute value at least 2 we obtain a numerical expansion defecive only to the extent that it may include nonpositive integer partial quotients.

Indeed, Jeff Shallit had long known that
\[
2^{-1} + 2^{-2} + 2^{-3} + 2^{-5} + \cdots + 2^{-F_0} + \cdots
\]
\[
= [0, 1, 10, 6, 1, 6, 2, 14, 4, 121, 2, 1, 2, 2039, 1, 9, 1, 1, 1, 262141, 2, 8, 1, 1, 1, 3, 1, 138870655, 4, 16, 3, 1, 3, 7, 1, 140737488347135, \ldots].
\]
It seemed difficult to explain the apparent patterns of the numerical expansion: the more rigid formal power series case appeared relatively accessible [20]. c. One expects, with considerable confidence, that the example is representative of the nature of the continued fraction expansion of a very wide class of power series. After all, it’s well known that for mathematical purposes the Fibonacci numbers have no property not generalised by way of units of real quadratic number fields or, according to the case, by higher order recurrence sequences, say those ‘generated’ by Pisot numbers. d. On the other hand, this example is fairly startling in that the sequential truncations of the series do not themselves provide convergents. It shares that property with the product with which we began. What if the exponent $2^k$ in that product were replaced with powers of larger integers?

3 Various Hilfsätze and Related Principles

3.1 Negating the negative. The following very simple lemmata provide most of the results we will need. We will here occasionally write $-$ to denote $-$. We draw attention to the following.
Lemma 1. \(-\beta = [0, 1, 1, 1, \beta]\).

Proof. According to taste, study either of the two columns of computation below.

\[-\beta = 0 + \overline{\beta} \quad \text{or} \quad \beta = \overline{0 + \beta} = \overline{0, -1/\beta}\]
\[-1/\beta = \overline{1 + \beta + (\beta - 1)/\beta} = \overline{[0, 1, 1, 1, \beta - 1/\beta]}\]
\[
\beta/\beta - 1 = \overline{1 + 1/\beta - 1} = \overline{[0, \overline{1}, 1, 1, \beta - 1]} = \overline{[0, \overline{1}, 1, \beta - 1]} = \overline{[0, 0, 1, \overline{1}, 1, 1, \beta]}
\]
\[
1/\beta = 0 + 1/\beta = \overline{[0, \overline{1}, 1, 1, \beta - 1]} = \overline{[0, \overline{1}, 1, \beta - 1]} = \overline{[0, 0, 1, \overline{1}, 1, 1, \beta]}
\]
\[
\beta = \beta
\]

One needs to recall, say by the matrix correspondence, that \([a, 0, b] = [a + b, 0, b] = [a + b, a + b, a + b, \ldots]\). Since, of course, \([-8, 1, \gamma] = [-8, 1, \gamma, \gamma, \ldots]\), we have, for example,

\[-\pi = \overline{[-3, 7, 15, 1, 292, 1, \ldots]} = \overline{[-3, -7, 15, 1, 292, 1, \ldots]}\]
\[
= \overline{[-3, 0, 1, 1, 1, 1, 1, 1, \ldots]} = \overline{[-3, 0, 1, 1, 1, 1, 1, \ldots]} = \overline{[0, 1, 6, 15, 1, 292, 1, \ldots]}.
\]

Corollary 1. Alternatively, \(-\beta = [0, 1, 1, 1, 0, \beta]\).

Using Lemma 1 we readily remove negative partial quotients from expansions. Thus \([a, 7, c, \delta] = [a, 0, \overline{1}, 0, b, -c, -\delta] = [a - 1, 1, b - 1, -c, -\delta]\) and that \([a - 1, 1, b - 1, \overline{0}, 1, c, \delta] = [a - 1, 1, b - 1, -1, -\delta].\) If \(b = 1\) one proceeds differently.

It seems best to work from first principles, applying the Lemma repeatedly, rather than trying to apply consequent formulas.

3.2 Removing and Creating Partial Quotients. For continued fractions of real numbers the ‘admissible’ partial quotients are the positive integers. That makes it useful to have techniques for removing inadmissible partial quotients, specifically 0 and negative integers; it’s rather more difficult to neatly remove more complicated quantities. For continued fraction expansions of formal power series, however, the corresponding admissibility criterion is that the partial quotients be polynomials of degree at least 1. It is now constant partial quotients that are inadmissible but which can be dealt with fairly readily.

We had best first remark that \([a, b, c, \delta] = [x, x^{-1}, b, x, x^{-1}\delta]\), a fact that is obvious but that is somehow not terribly widely known.

Lemma 2. \([a, x, \gamma] = [a + x^{-1}, -x^2\gamma - x]\).  

Proof. Set \(F = [a, x, \gamma]\), so \(xF = [xa, 1, x\gamma] = [xa, 1, \overline{0}, 1, -x\gamma].\) Then \(xF = [xa + 1, -x\gamma - 1]\) yields \(F\) as claimed.

Corollary 2. Conversely, \([a + x, \gamma] = [a, x^{-1}, -x^2\gamma - x]\).
3.3 Paperfolding. The matrix correspondence readily yields the following extraordinarily useful result: I learned this from Mendès France [14]. As above, we have set \([a_0, a_1, \ldots, a_h] = p_h/q_h\) for \(h = 0, 1, \ldots\). For convenience, we think of the string of symbols \(a_1 \cdots a_h\) as the ‘word’ \(w_h\). Naturally, given that, by \(\overrightarrow{w_h}\), we then mean the word \(a_0 \cdots a_h\), and by \(\overleftarrow{w_h}\) the word \(\overrightarrow{a_h} \cdots \overrightarrow{a_0}\).

**Proposition 2 (Folding Lemma).** We have

\[
\overrightarrow{p_h/q_h + (-1)^h/xq_h^2} = [a_0, a_1, \ldots, a_h] = [a_0, a_1, x - q_{h-1}/q_h] = [a_0, a_2, x - \overrightarrow{w_h}] = [a_0, a_h, x, -\overrightarrow{w_h}].
\]

**Proof.** Here \(-\rightarrow\) denotes the ‘correspondence’ between 2 by 2 matrices and continued fractions. We have

\[
\left[ a_0, w_h, x - q_{h-1}/q_h \right] \rightarrow \left( \begin{array}{cc} p_h & p_{h-1} \\ q_h & q_{h-1} \end{array} \right) \left( \begin{array}{cc} x & 1 \\ q_h & p_h \end{array} \right) = \left( \begin{array}{cc} xp_h - q_hq_{h-1} - p_hq_{h-1}/q_h \quad p_{h-1} \\ q_{h-1} \end{array} \right) = \overrightarrow{p_h/q_h}, \quad (-1)^{h+1}/xq_h^2,
\]

as alleged. Moreover, \([x - q_{h-1}/q_h] = [x, -\overrightarrow{w_h}]\). \hfill \Box

Why, ‘folding’? Iteration of the perturbed symmetry \(w \rightarrow \overrightarrow{w}, x \rightarrow -\overrightarrow{x}\) yields a pattern of signs corresponding to the pattern of creases in a sheet of paper repeatedly folded in half; see [8].

For example, the continued fraction expansion of the sum

\[
F = X \sum_{h\geq 0} X^{-2h} = 1 + X^{-1} + X^{-3} + X^{-7} + X^{-15} + X^{-31} + X^{-63} + X^{-127} + \cdots
\]

is given sequentially by \(1 + X^{-1} = [1, X], 1 + X^{-1} + X^{-3} = [1, X, \overrightarrow{X}, X], 1 + X^{-1} + X^{-3} + X^{-7} = [1, X, \overrightarrow{X}, X, \overrightarrow{X}, X, \ldots]\), where the addition of each term is done by a ‘fold’ with \(x = \overrightarrow{X}\), see [19].

There is a different way of producing that folded sequence, but I’ll use the more conventional symbols 0 and 1 in place of \(X\) and \(\overrightarrow{X}\). We’ll just ‘fill the spaces’ with \(0 \cdot 1 \cdot 0 \cdot 1 \cdots\) having begun with \(0 \cdot 1 \cdot 1 \cdot \cdots\). Here the dots denote a space about to be filled.

\[
0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot 0 \cdot 0 \cdot 1 \cdot
This remark actually seems useful in understanding some continued fraction expansions of formal power series. For me, it motivated the following result.

**Proposition 3 (Ripple Lemma).** \([z, a, b, c, d, e, f, g, h, i, j, \ldots] = [z, -1, 1, 0, 1, 0, 1, 0, 1, \ldots]\).

*Proof.* Appropriately apply Lemma 1, equivalently the Corollary to Lemma 2 with \(x = \pm 1\), again, and again, and \(\ldots\). ■

The series \(F\) is given by the functional equation \(1 + X^{-1}F(X^2) = F(X)\). But it's easy to see that the folded continued fraction \(F(X)\) claimed for \(F\) above has the property that \(XF(X) = X\) is just a rippled version of \(F(X^2)\), providing a new proof that \(F\) has the continued fraction expansion \(F(X)\). This new viewpoint [17] readily allowed a noticeable simplification and generalisation of the work of [1] detailing various more delicate properties of the expansion.

4 Some Details

We display a computation illustrating how there is an explosion in complexity of the rational coefficients of the partial quotients of formal power series, and mention the effect of reduction mod \(p\) on such continued fraction expansions.

4.1 A Painful Computation. Suppose we have discovered, either laboriously by hand, or aided by the miracle of PARI, that

\[ G(X, 1) = (1 - X^{-1})(1 - X^{-2}) = [1, -X + 1, -\frac{1}{2}X - \frac{3}{4}, 8X - 4] . \]

We bravely set out to compute, by hand, the continued fraction expansion of \(G(X, 2) = (1 - X^{-1})G(X^2, 1)\). Replacing \(X\) by \(X^2\) is easy, but then we'll want to divide by \(X\), and multiply by \(X - 1\).

To that end we first ready the expansion for being divided by \(X\) by repeated applications of Lemma 2; this generalised 'rippling'. We see that

\[ [1, -X^2 + 1, -\frac{1}{2}X^2 - \frac{3}{4}, 8X^2 - 4] = [0, 1, X^2 - 2, \frac{1}{2}X^2 + \frac{3}{4}, -8X^2 + 4] \]

\[ = [0, 1, X^2, -\frac{1}{2}, -2X^2 - 1, 2X^2 - 1] \]

\[ = [0, 1, X^2, -\frac{1}{2}, -2X^2, -1, -2X^2 + 2] , \]

so we'll divide \([0, 1, X^2, -\frac{1}{2}, -2X^2, -1, -2X^2 + 2]\) by \(X\). We obtain

\[ [0, X, X, -\frac{1}{2}X, -2X, -X, -2X, -\frac{1}{2}X] = [0, X - 1, 1, -X + 1, \frac{1}{2}X, \ldots] \]

\[ = [0, X - 1, 1, -X + 1, -\frac{1}{2}, -2X + 1, -\frac{1}{2}X, -4X, -\frac{1}{2}X, 2X] , \]

where we've started to ripple the expansion to ready it for multiplication by \(X - 1\). The exciting feature is the underlined term \(-2X + 2\). It is 'accidentally' ready — without our having had to ripple it into submission. It's that unlikely
to be repeated accident that causes the expansion of \( G \) to have partial quotients of degree 2. Next

\[
0, X - 1, 1, -\frac{1}{2}, -2X + 2, \frac{5}{4}X, -4X + 4, \frac{-1}{4}X, 8X + 4, -\frac{1}{4}X
\]

\[
\ldots, -\frac{1}{4}, 8X - 8, \frac{1}{12}, 18X - 12 \right] = \ldots, -\frac{1}{4}, 8X - 8, \frac{1}{12}, 18X - 18, \frac{-1}{2}.
\]

On multiplying by \( X - 1 \), as we now can easily do, we see that \( G(X, 2) \) is

\[
0, 1, X - 1, -1, -\frac{1}{2}(X - 1), -2, -\frac{1}{2}X(X - 1), -4,
\]

\[
\frac{-1}{4}(X - 1), 8, \frac{1}{12}(X - 1), 18, \frac{-1}{2}(X - 1).
\]

Finally, we tidy that up, again risking an increase in complexity of the rational coefficients. When the dust has settled we obtain

\[
G(X, 2) = [0, \ldots, -X + 1, -\frac{1}{2}X - 1, 2X^2 - 2X + 3, -X + \frac{1}{2}, -\frac{3}{4}X - \frac{1}{4}, \frac{25}{8}X - \frac{3}{4}].
\]

I don’t want to claim that the method used here is a sensible way of pursuing the computation; it’s far more convenient to type a few lines on one’s computer. But I do suggest that it enables us to see both how complexity of the coefficients propagates, and that it requires an unlikely accident — so unlikely as to be near impossible other than at the beginning of the expansion, when the coefficients still are orderly — to newly create a partial quotient of degree other than 1. It is the functional equation satisfied by \( G(X) \) that generates the ‘kind of sort of quasi-periodicity’ I vaguely spoke of above.

### 4.2 On the other hand . . .

Consider \( H_d(X) = \prod_{k \geq 0} (1 + X^{-d}) \). The surprise this example provides is not just that its partial quotients have high degree. The coefficients of the partial quotients all are integers!

Just as in the clumsy approach just tried, we obtain sequentially that

\[
H_d(X, 0) = [1, X^2]; \quad H_d(X, 1) = \frac{X - 1}{X}[1, X^2] = \frac{X - 1}{X}[0, 1, -X^4, 1] = (X - 1)[0, X, -X^3, -X].
\]

Next, we ripple again, now to permit the multiplication by \( X - 1 \). We obtain

\[
(X - 1)[0, X - 1, 1, X^3 - 1, X]
\]

\[
= [0, 1, X - 1, (X^3 - 1)/(X - 1), X(X - 1)]
\]

\[
= [1, X, -(X^3 - 1)/(X - 1), -X(X - 1)].
\]

The reader caring to pursue this process will find that each iteration adds just two partial quotients, and that all have integer coefficients. Indeed, Mendès France and I [remark in 15] that for \( k \geq 3 \) the truncations of \( H_k(X) \) are readily seen to be convergents of \( H_k \) and, when \( k \) is even, not 2, they are every second convergent of \( H_k \). However, for \( k \geq 3 \) odd, we show in [2] with the aid of Allouche that the
expansion is 'normal' — up to the partial quotients given by the truncations of the product, and their 'quasi-repetitions' occasioned by the functional equation. In the case \( k = 3 \) the partial quotients whose existence is given by the truncations of the product too have degree 1. However, the ingenious proof in [2] that indeed all the partial quotients of \( H_3 \) have degree 1 — which relies on multiplying by using the 'Raney automata' [21] — was nugatory. It is remarked by Cantor [7] that the degree of the partial quotients of \( H_3 \) is an obvious consequence of the fact that \( H_3(X) \) is \((1 + X^{-1})^{-1/2}\) when reduced mod 3 and that \( \delta \) is partial quotients all have degree 1.

4.3 Beal's Principle. Cantor's observation follows from a general principle. We'll need to mind our \( p_s \) and \( q_s \), since we'll want to use \( p \) to denote a prime, so our convergents will here be \( x/y \). Given a series \( F \), we denote its sequence of partial quotients by \( (a_n) \), and of its complete quotients by \( (b_n) \). My remarks are inspired by a question put to me by Guillaume Grisel (Caen) at Eger, 1996.

The principle underlying Grisel's question was that it seemed likely that every reduction \( F \), mod \( p \), of \( F \) has no more partial quotients than does \( F \) itself. Notice that \( F \) must have reduction at \( p \) for this to make sense at all and that, naturally, if we mention the number of partial quotients then we must apparently be alluding to the number of partial quotients of rational functions; thus of truncations of the series \( F \).

However, I've now realised that the idea is to understand the first principles genesis of the sequence of polynomials \( (y_n) \) yielding the convergents to \( F \). Recall that, by Proposition 1, those are the polynomials of least degree not exceeding \( d_0 \), say, respectively, so that the Laurent series \( y_n F \) has no terms of degree \(-1\), \(-2\), ..., and \(-d_0\). There is no loss of generality (but there is a significant change in definition of the \( y_n \)) in determining that the \( y_n \) have been renormalised so that each has integer coefficients not sharing a common factor. Now consider this story in characteristic \( p \) it can be told in the same words, other than that it's not relevant to fuss about normalisation of the \( \overline{y}_n \) and that we mark all quantities with an overline \( \overline{\cdot} \).

**Theorem 1.** The distinct reductions \( \overline{y}_n \) of the \( y_n \) yield all the convergents of \( F \).

Proof. Certainly, each \( \overline{y}_n \) yields a convergent to \( F \), because

\[
\deg(y_n F - x_n) < -\deg y_n \implies \deg(\overline{y}_n F - \overline{x}_n) < -\deg \overline{y}_n \leq -\deg \overline{y}_n.
\]

However, some of the \( \overline{y}_n \) may coincide. Denote representatives of the distinct \( \overline{y}_n \) by \( \overline{y}_{n(1)}, \overline{y}_{n(2)}, \ldots, \overline{y}_{n(j)}, \ldots \), where each \( h(j) \) is maximal that is \( y(n(j)) = y(n(j)-1) = \cdots = y(n(j-1)+1) \). Then

\[
\deg(y_{n(j)} F - x_{n(j)}) = -\deg y_{n(j)} \geq -\deg y_{n(j)+1} \implies \deg(\overline{y}_{n(j)} F - \overline{x}_{n(j)}) \leq -\deg \overline{y}_{n(j)+1}.
\]

* That is, all the partial quotients are of degree 1. But I also intend to invoke the notion that the coefficients of those polynomials are 'typical' and explode in complexity.
The last inequality informs us that the corresponding next partial quotient of \( \bar{F} \), let’s call it \( \bar{h}_{j+1} \), has degree at least \( \deg \bar{y}_j(j+1) - \deg \bar{y}_j(j) \). But

\[
\sum_{j=0}^{n} (\deg \bar{y}_j(j+1) - \deg \bar{y}_j(j-1)) \geq \sum_{j=0}^{n} (\deg y_j(j+1) - \deg y_j(j-1)) = \deg y_j(n+1),
\]

where we recall \( \bar{y}_j(j) = \frac{y_j(j)}{y_j(j-1)+1} \), and that by the formalism \( \frac{y_j(j-1)}{y_j(j-1)+1} = 1 \), so that \( y_j(j-1)+1 \) is a constant, and thus is of degree zero.

However, it’s plain by induction on a remark in the introduction, that

\[
\sum_{j=0}^{n} \deg \bar{h}_{j+1} = \deg \bar{y}_j(n+1) \leq \deg y_j(j) + 1.
\]

It follows that the ‘polite’ inequalities above (where we wrote ‘\( \leq \)’ because we could not be certain that we were allowed to write ‘=’) all are equalities, that is, \( \deg \bar{y}_j(j) = \deg y_j(j-1)+1 \) and \( \deg y_j(j+1) = \deg \bar{y}_j(j) = \deg \bar{h}_{j+1} \), and the \( y_j(j) \) must account for all the convergents of \( \bar{F} \) as claimed.

This yields a verification of Beal’s principle in the best sense, because we show that the convergents of \( \bar{F} \) arise from a subset of those of \( F \), so that it always makes sense to claim that the number of convergents of \( \bar{F} \) cannot exceed that of \( F \).

It is then a triviality that if \( \deg q_n = h \) for all \( h \) necessarily the same, that is \( \deg q_n = h \) for all \( h \), is true for the original function. But it is easily confirmed that \( \deg q_n = h \) for all \( h \) for \( (1+X^{-1})^{-1/2} \) over \( \mathbb{F}_h \); so of course also \( \deg q_n = h \) is true for the product \( \prod_{h \geq 0} (1+X^{-h}) \), as Cantor pointed out.

5 In Thrall to Fibonacci

We remark that to our surprise, and horror, continued fraction expansion of formal power series appears to adhere to the cult of Fibonacci.

5.1 Specialisable Continued Fraction Expansions. Suppose \( (g_k)_{k \geq 0} \) is a sequence of positive integers satisfying \( g_{k+1} \geq 2g_k \). Then the Folding Lemma, together with Lemma 2 whenever \( g_{k+1} = 2g_k \), readily shows that every series \( \sum_{k \geq 0} \pm X^{-g_k} \) has a continued fraction expansion with partial quotients polynomials with integer coefficients. Since such expansions are precisely the expansions that continue to make sense when \( X \) is replaced by an integer at least 2, we call them *specialisable*.

When the exponents \( g_k \) increase less rapidly more *ad hoc* tricks become necessary. Shallit and I noticed [20], mostly experimentally but with proofs for several simpler cases, that certain series \( \sum X^{-g_k} \) are specialisable, where the recurrence sequence \( (T_k) \) satisfies \( T_{k+n} = T_{k+n-1} + T_{k+n-2} + \cdots + T_k \) — the dreaded Fibonacci, Tribonacci [3], and more generally, forgive me, Polyomacci* sequences.

*Surely ‘braeci’ is no better?*
Since it seemed absurd that continued fractions be in thrall to Fibonacci, I was keen to discover a larger class of examples of which these instances were part.

5.2 A Shocking Surprise. It seems one should study the continued fractions of the sequence of sums

\[ (X^{G_{m+1}}(X^{-G_{m+1}} + X^{-G_{m+2}} + \cdots + X^{-G_{m+n}})) \] 

Having somehow obtained the expansion for \( h \), one changes \( m \rightarrow m + 1 \), divides by \( X^{G_{m+1}} \), and finally one adds 1. The ripple lemma makes it feasible to do this 'by hand' and to see what 'really' happens in moving \( h \rightarrow h + 1 \). Whatever, one finds that the folded section obtained is first perturbed after \( n + 1 \) steps by the behaviour of the 'critical' exponent \( G_{m+2} = 2G_{m+1} + G_{m+1} \). Call this quantity \( G_{m,n} \). Specifically, if for some \( n \), \( G_{m,n-1} > 0 \) but \( G_{m,n} < 0 \) then the expansion is not specialisable; and if both are positive, then \( n \) is not critical. So the interesting case is \( G_{m,n-1} > 0 \) and \( G_{m,n} = 0 \).

In that case, and only that case, the expansion is specialisable. But, horrible duty, the condition \( G_{m,n} = 0 \) for all \( m \) says that \( (G_n) \) is some constant translate of the Polymath sequence of order \( m \). Contrary to decency and common sense, it does seem that these cases really are special when it comes to specialisable continued fraction expansion.

The perturbation caused by the vanishing of \( G_{m,n} \) spreads through the expansion by the inductive step. One also notices that specialisability is lost if one makes arbitrary changes to the signs of the terms. Finally, one obtains cases such as the examples of [20], see 5.2 above, by presuming \( G_0 = G_1 = \cdots = G_{m-2} = 1 \), \( G_{m-1} = 1 \) and taking \( m = n-1 \). There's still work to do then to show that the expansion remains specialisable on division by \( X \). That division further perturbs the pattern in the expansion, explaining why the work of [20] was so complicated.

6 Concluding Remarks

6.1 Normality. That, for formal power series over an infinite field, all partial quotients are almost always of degree one, is just the observation that remainders \( \sum_{n \geq 0} a_n X^{-n} \) have a reciprocal with polynomial part of degree greater than one, and thus give rise to a partial quotient of degree greater than one, if and only if \( a_1 = 0 \). Moreover, if \( a_1 \neq 0 \), the partial quotient is \( a_1^{-1} X - a_2 a_1^{-1} \) and the next remainder is \( (a_2 - a_3 a_1^{-1}) X^{-1} + \text{terms of lower degree in } X \).

This viewpoint shows that the reduction mod \( p \) of a formal power series almost always has partial quotients of degree greater than one, since now the nonvanishing of the coefficient of \( X^{a-1} \) of all remainders is as unlikely as the nonappearance of the digit 0 in the base \( p \) expansion of a random real number.

These two remarks combine to explain my claim that one should expect a formal power series with integer coefficients to have partial quotients of degree one, that the continued fraction expansion will have bad reduction at all primes, and that — noting the shape of the coefficient of \( X^{-1} \) of the 'next' remainder — the coefficients of the partial quotients will quickly explode in complexity.
6.2 Announcements. Other remarks also are announcements with hint of their eventual proof; one might call them conjectures with some justification. Thus, I certainly give no proof that the partial quotients of $G(X)$, see §2.1, are all of degree at most 2; notwithstanding the strong hints of §4.1. Here, I’m not sure that a proof warrants the effort. On the other hand, §5 both reports some results proved in [20] and the announcement that I now know how to prove the conjectures of that paper; evidently with details to appear elsewhere.

6.3 Power Series over Finite Fields. There is a well studied analogy between number fields and function fields in positive characteristic leading, for example, to a theory of diophantine approximation of power series in finite characteristic as in the work of de Mathan at Bordeaux. Iteration of references from the recent paper [13] will readily lead the reader into that literature. By the way, Theorem C sketched on p.224 of that paper is a trivial application of the Folding Lemma, Proposition 2 above. I might add that it was the work of Baum and Sweet [3] that first interested me in the present questions. Beil's Principle informs on these matters, description of that will be the subject of future work.

6.4 Power Series with Periodic Continued Fraction Expansion. It is of enormous interest to find infinite classes of positive integers $D$ for which the continued fraction expansion of $\sqrt{D}$ has a "long" period, in principle of length $O(D^{1/2} \log \log D)$, but in practice of length $O((\log D)^k)$ since no better is known than some cases with small $k$. One approach, as exemplified by [9], leads to a study of families $\sqrt{f(n)}$, with $f$ a given polynomial taking integer values at the integers, and for integers $n$. Here a theorem of Schenzel [22] shows that the period has uniformly bounded length, thus independent of $n$, essentially when the power series $\sqrt{f(X)}$ has a periodic expansion with good reduction at all primes, perhaps other than 2. More precisely, polynomials providing solutions to the Pell equation must be in $\mathbb{Z}[X]$. These issues connect closely with recent work of Bombieri and Paula Cohen [6] showing that the coefficients of simultaneous Padé approximants to algebraic functions are large — this is essentially the explosive growth of the coefficients of partial quotients of which we make much above — in effect unless a 'generalisation' of Schenzel's conditions holds. For the hyperelliptic case of this phenomenon, which goes back to Abel, see [5].
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