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Abstract. In this note, we establish a translation theorem in an analogue of Wiener space \((C[0, t], \omega_\varphi)\) and find formulas for the conditional \(\omega_\varphi\)-integral given by the condition \(X(x) = (x(t_0), x(t_1), \cdots, x(t_n))\) which is the generalization of Chang and Chang’s results in 1984. Moreover, we prove a translation theorem for the conditional \(\omega_\varphi\)-integral.

1. Introduction

Since the Brownian motion was found by the British botanist Robert Brown in 1827, the theory of this motion was developed extensively and deeply by many scientists including Albert Einstein. Specially, for the probabilistic approach to the theory of Brownian motion, Wiener suggested a measure space \((C_0[0, t], m_w)\) where \(C_0[0, t]\) is the space of all continuous functions on a closed interval \([0, t]\) which vanish at origin, the so called Wiener space in 1923 [7]. But, through the Wiener measure theory, one could obtain theories for a single small particle, merely.

Recently, the authors introduced a new definition of an analogue of Wiener measure space \((C[0, t], \omega_\varphi)\) and investigated some theories on many small particles moving along the law of diffusion [6]. In other word, we assume that space is filled by a solvent, that particles reacting with the solvent spreads through it according to the laws of diffusion and that the distribution of the substance at the beginning is a measure \(\varphi\), our theory tell us what distribution would be at any time afterwards. In
this case, if $\varphi$ is the Dirac measure $\delta_0$, the total mass one concentrated at origin then $\omega_\varphi$ is the Wiener measure.

In the theory of infinite dimensional analysis, translations are difficult problems to deal with and Cameron and Martin proved a translation theorem on the Wiener space $C_0[0,t]$, under some conditions, in [1]. In Section 3, we will treat a translation theorem on the analogue of Wiener space $(C_0[0,t], \omega_\varphi)$. In [10, 11], Yeh presented the definition and some examples of the conditional Wiener integral and he proved a translation theorem for the conditional Wiener integral. In section 4, we will find formulas for the conditional $\omega_\varphi$-integral under the condition $X(x) = (x(s_0), x(s_1), \cdots, x(s_n))$ which is the generalization of Chang and Chang’s results in [3]. In the last section, we will establish a translation theorem for the conditional $\omega_\varphi$-integral $X(x) = x(t)$.

2. Preliminaries

In this section, we will introduce some notations, definitions and facts which are needed in the subsequent sections.

(A) Let $\mathbb{R}$ be the real number system and let $\mathbb{C}$ be the complex number system. For a natural number $n$, let $\mathbb{R}^n$ be the $n$-times product space of $\mathbb{R}$. Let $\mathcal{B}(\mathbb{R}^n)$ be the set of all Borel measurable subsets of $\mathbb{R}^n$. Let $m_L$ be the Lebesgue measure on $\mathbb{R}$.

(B) For a positive real number $t$, let $C[0,t]$ be the space of all real-valued continuous functions on a closed bounded interval $[0,t]$ with the supremum norm $\| \cdot \|_\infty$.

(C) Let $t$ be a positive real number and let $n$ be a non-negative integer. For $\vec{t} = (t_0, t_1, \cdots, t_n)$ with $0 = t_0 < t_1 < \cdots < t_n \leq t$, let $J_{\vec{t}}: C[0,t] \to \mathbb{R}^{n+1}$ be the function given by

$$J_{\vec{t}}(x) = (x(t_0), x(t_1), \cdots, x(t_n)).$$

For $B_j \ (j = 0, 1, 2, \cdots, n)$ in $\mathcal{B}(\mathbb{R})$, the subset $J_{\vec{t}}^{-1}\big(\prod_{j=0}^n B_j\big)$ of $C[0,t]$ is called an interval and let $\mathcal{I}$ be the set of all intervals. For a probability measure $\varphi$ on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$, we let

$$m_\varphi\big(J_{\vec{t}}^{-1}\big(\prod_{j=0}^n B_j\big)\big)$$

$$= \int_{B_0} \left[ \int_{\prod_{j=1}^n B_j} W(n+1; \vec{t}; u_0, u_1, \cdots, u_n) d\prod_{j=1}^n m_L(u_1, \cdots, u_n) \right] d\varphi(u_0),$$
where
\[ (2.3) \quad W(n+1; \vec{t}; u_0, u_1, \cdots, u_n) = \left( \prod_{j=1}^{n} \frac{1}{\sqrt{2\pi(t_j-t_{j-1})}} \right) \exp \left\{ -\frac{1}{2} \sum_{j=1}^{n} \frac{(u_j - u_{j-1})^2}{t_j-t_{j-1}} \right\}. \]

By [5, Theorem 5.1, p.144] and [5, Theorem 2.1, p.212], the Borel subsets in \( C[0, t] \), coincides with the smallest \( \sigma \)-algebra generated by \( I \) and there exists a unique probability measure \( \omega_\varphi \) on \( (C[0, t], \mathcal{B}(C[0, t])) \) such that \( \omega_\varphi(I) = m_\varphi(I) \) for all \( I \) in \( I \). This measure \( \omega_\varphi \) is called an analogue of Wiener measure associated with the probability measure \( \varphi \).

By the change of variable formula, we can easily prove the following lemma.

**Lemma 2.1.** (The Wiener integration formula) If \( f : \mathbb{R}^{n+1} \to \mathbb{C} \) is a Borel measurable function then the following equality holds.
\[ (2.4) \quad \int_{C[0,t]} f(x(t_0), x(t_1), \cdots, x(t_n)) \, d\omega_\varphi(x) = \int_{\mathbb{R}} \left[ \int_{\mathbb{R}^n} f(u_0, u_1, \cdots, u_n) W(n+1; \vec{t}; u_0, u_1, \cdots, u_n) \right. \]
\[ \left. \times d \prod_{j=1}^{n} m_L((u_1, u_2, \cdots, u_n)) \right] d\varphi(u_0), \]

where \( \ast \) means that if one side exists then both sides exist and the two values are equal.

**D** Let \( \varphi \) be a probability measure on \( (\mathbb{R}, \mathcal{B}(\mathbb{R})) \) and let \( n \) be a non-negative integer. Let \( X \) be a \( \mathbb{R}^{n+1} \)-valued measurable function on \( (C[0, t], \mathcal{B}(C[0, t]), \omega_\varphi) \). We write \( P_X \) for a measure on \( (\mathbb{R}^{n+1}, \mathcal{B}(\mathbb{R}^{n+1})) \) determined by \( X \), that is,
\[ (2.5) \quad P_X(B) = \omega_\varphi(X^{-1}(B)) \]
for \( B \) in \( \mathcal{B}(\mathbb{R}^{n+1}) \). If \( X(x) = x(t) \) then
\[ (2.6) \quad P_X(B) = \frac{1}{\sqrt{2\pi t}} \int_{\mathbb{R}} \int_B \exp \left\{ -\frac{(\xi - u_0)^2}{2} \right\} \, dm_L(\xi) \, d\varphi(u_0). \]

Let \( Z \) be an integrable function on \( (C[0, t], \mathcal{B}(C[0, t]), \omega_\varphi) \). The conditional \( \omega_\varphi \)-integral of \( Z \) given \( X \), written \( E^{\omega_\varphi}(Z|X) \), is defined to be
any real-valued Borel measurable and $P_X$-integrable function $\psi$ on $\mathbb{R}^{n+1}$ such that

\[(2.7) \quad \int_{X^{-1}(H)} Z(x) d\omega(x) = \int_H \psi(\xi) dP_X(\xi) \]

for $H$ in $\mathcal{B}(\mathbb{R}^{n+1})$. By the Radon-Nikodym theorem, we know that such a function $\psi$ always exists.

According to the similar method as in the proof of Lemma 1 in [11, p.627], we can obtain the following lemma, so we state the lemma without the proof.

**Lemma 2.2.** Let $Z$ be a real-valued integrable function on $(C[0, t], \mathcal{B}(C[0, t]), \omega_\varphi)$ and let $g$ be a measurable function of $(\mathbb{R}^{n+1}, \mathcal{B}(\mathbb{R}^{n+1}))$ into $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. Then

\[(2.8) \quad \int_{C[0, t]} g(X(x)) Z(x) d\omega_\varphi(x) = \int_{\mathbb{R}^{n+1}} g(\xi) E_{\omega_\varphi}(Z|X)(\xi) dP_X(\xi), \]

where $^*$ means that if one side exists then both sides exist and the two values are equal.

### 3. A translation theorem on $(C[0, t], \mathcal{B}(C[0, t]), \omega_\varphi)$ and the Paley-Wiener-Zygmund integral

It is well-known fact that there is no quasi-invariant probability measure on the infinite dimensional vector space [8]. So, there is no quasi-invariant probability measure on $C_0[0, t]$ or $C^\prime[0, t]$. In 1944, under the some assumptions, Cameron and Martin established a translation theorem on $(C_0[0, t], m_\omega)$ in [1]. In this section, we will prove a translation theorem on $(C[0, t], \omega_\varphi)$ under the similar assumptions to Cameron’s assumptions. From these concepts, we will show that the Paley-Wiener-Zygmund integral is well-defined $\omega_\varphi - a.e.$

By the similar method as in the proof of Cameron and Martin’s translation theorem on $C_0[0, t]$ in [1], we can prove the following theorem, so we give only the sketch of proof of it.

**Theorem 3.1.** (The translation theorem on $(C[0, t], \mathcal{B}(C[0, t]), \omega_\varphi)$) Let $h$ be in $C[0, t]$ and of bounded variation. Let $\alpha$ be in $\mathbb{R}$ and let

\[x_0(s) = \int_0^s h(u) dm_L(u) + \alpha \quad 0 \leq s \leq t.\]

Let $L : C[0, t] \rightarrow C[0, t]$ be a function with $L(x) = x + x_0$ and let $\varphi$ be a probability measure on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. Let $\varphi_\alpha$ be a measure on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ such that $\varphi_\alpha(B) =$
\( \varphi(B + \alpha) \) for \( B \) in \( \mathcal{B}(\mathbb{R}) \). Then if \( F \) is \( \omega_\varphi \)-integrable then \( F(x + x_0) \) is \( \omega_\varphi \)-integrable of \( x \)

\[
(3.1) \quad \int_{C[0,t]} F(y) \, d\omega_\varphi(y) = e^{-\frac{1}{2} \|u\|^2} \int_{C[0,t]} F(x + x_0) \, e^{-\int_0^t h(u) \, dx(u)} \, d\omega_\varphi(x).
\]

**Proof.** Suppose \( F \) is bounded and continuous, and vanishes on \( \{y \in C[0,t] : \|y\|_\infty > M\} \) for some real number \( M \). Then \( F \circ L \) is \( \omega_\varphi \)-integrable and \( F \) is bounded by \( K \) for some real number \( K \). For a natural number \( n \), we consider two functions \( P_n : C[0,t] \rightarrow C[0,t] \) and \( G_n : \mathbb{R}^{n+1} \rightarrow \mathbb{R} \) such that

\[
(3.2) \quad P_n(y)(t) = \frac{y(t_i) - y(t_{i-1})}{t_i - t_{i-1}} (t - t_{i-1}) + y(t_{i-1})
\]
for \( t \in [t_{i-1}, t_i) \) and

\[
(3.3) \quad G_n(y) = F(y(t_0), y(t_1), y(t_2), \ldots, y(t_n)),
\]
where \( t_i = \frac{i}{n} t \) for \( i = 0, 1, 2, \ldots, n \). Then by Lemma 2.1 and the change of variable theorem, we have

\[
(3.4) \quad \int_{C[0,t]} F(P_n(y)) \, d\omega_\varphi(y)
= \int_{\mathbb{R}} \int_{\mathbb{R}^n} G_n(v_0, v_1, \ldots, v_n) W(n + 1; \tilde{t}; v_0, v_1, \ldots, v_n) \times a \prod_{j=1}^n m_L(v_1, v_2, \ldots, v_n) \, d\varphi(v_0)
\]
\[
= \exp \left\{ -\frac{1}{2} \sum_{i=1}^n \frac{(x_0(t_i) - x_0(t_{i-1}))^2}{t_i - t_{i-1}} \right\} \int_{C[0,t]} F(P_n(x + x_0))
\]
\[
\times \exp \left\{ -\sum_{i=1}^n \frac{(x(t_i) - x(t_{i-1}))(x(t_i) - x_0(t_{i-1}))}{t_i - t_{i-1}} \right\} \, d\omega_\varphi_\alpha(x),
\]

where \( \tilde{t} = (t_0, t_1, \ldots, t_n) \). From the mean-value theorem, for each \( i = 1, 2, \ldots, n \) there is a real number \( \tau_i \) in \( [t_{i-1}, t_i] \) such that \( \frac{x_0(t_i) - x_0(t_{i-1})}{t_i - t_{i-1}} = x_0'(\tau_i) = h(\tau_i) \). Since \( \langle P_n \rangle \) converges uniformly to \( I_{C[0,t]} \), the identity function, \( \langle FP_n(x + x_0) \rangle \) converges to \( F(x + x_0) \) for each \( x \) in \( C[0,t] \). Moreover, if \( \| P_n(x + x_0) \|_\infty \leq M \) then \( |x(t_i)| \leq M + |x_0(t_i)| \leq M + \| \).
If $F$ is a non-negative, bounded and continuous function, let

$$M_n(u) = \begin{cases} 1 & \text{if } 0 \leq u \leq n \\ n + 1 - u & \text{if } 0 \leq u \leq n \\ 0 & \text{if } n + 1 \leq u \end{cases} \tag{3.5}$$

and $F_n(x) = F(x)M_n(\|x_0\|_\infty)$ for each natural number $n$. For each $n$, $F_n$ is bounded, continuous and vanishes on $\|x_0\|_\infty > M(\|x_0\|_\infty)$, so the equality (3.1) holds for $F_n$, and by the monotone convergence theorem, the equality (3.1) holds for a non-negative bounded continuous function. By the properties of integral and $F(x) = \max\{F(x), 0\} - \max\{-F(x), 0\}$, we know that the equality (3.1) holds for a bounded continuous function $F$. Applying Lusin’s theorem, we obtain that the equality (3.1) holds for $\omega_\varphi$-integrable function $F$.

Putting $F \equiv 1$ in Theorem 3.1, we have the following corollary.

**Corollary 3.2.** Under the assumptions in Theorem 3.1,

$$\int_{C[0,t]} \exp \left\{ - \int_0^t h(u) \, dx(u) \right\} \, d\omega_\varphi(x) = \exp \left\{ - \frac{1}{2} \|h\|_2^2 \right\} \tag{3.6}$$

for any $\alpha$ in $\mathbb{R}$.

Replacing $h$ by $\lambda h$ in the above Corollary 3.2, by the uniqueness theorem for analytic extension in the theory of complex analysis, we have the following corollary.

**Corollary 3.3.** Under the assumptions in Theorem 3.1, for all $\lambda$ in $\mathbb{C}$,

$$\int_{C[0,t]} \exp \left\{ - \lambda \int_0^t h(u) dx(u) \right\} \, d\omega_\varphi(x) = \exp \left\{ - \frac{\lambda^2}{2} \|h\|_2^2 \right\} \tag{3.7}$$

for any $\alpha$ in $\mathbb{R}$.

**Theorem 3.4.** Under the assumptions in Theorem 3.1, consider a random variable $X : C[0,t] \to \mathbb{R}$ with $X(x) = \int_0^t h(u) \, dx(u)$. Then $X$ has a normal distribution with the mean zero and the variation $\|h\|_2^2$. 
Proof. By Corollary 3.3, taking $\lambda = i$ and $\alpha = 0$, the Fourier transform of $X$ is given by

$$
[\mathcal{F}(X)](\xi) = \int_{C[0,t]} \exp \left\{ i\xi \int_0^t h(u) \, dx(u) \right\} \, d\omega_{\varphi, n}(x)
$$

$$
= \exp \left\{ - \frac{\xi^2}{2} \| h \|_L^2 \right\}.
$$

Hence $X$ has a normal distribution with the mean zero and the variation $\| h \|_L^2$.

By the same method as in the proof of Theorem 29.7 in [9, p.447], we can prove the following theorem.

**Theorem 3.5.** Let \( \{h_1, h_2, \cdots, h_n\} \) be an orthonormal system such that each $h_i$ is of bounded variation. For $i = 1, 2, \cdots, n$, let $X_i(x) = \int_0^t h_i(s) \, dx(s)$. Then $X_1, X_2, \cdots, X_n$ are independent, each $X_i$ has the standard normal distribution. Moreover, if $f : \mathbb{R}^n \to \mathbb{R}$ is Borel measurable,

$$
\int_{C[0,t]} f(X_1(x), X_2(x), \cdots, X_n(x)) \, d\omega_{\varphi}(x)
$$

$$
\overset{*}{=} \ (2\pi)^{-\frac{n}{2}} \int_{\mathbb{R}^n} f(u_1, u_2, \cdots, u_n) \exp \left\{ - \frac{1}{2} \sum_{j=1}^n u_j \right\}
$$

$$
\times d \prod_{i=1}^n m_L(u_1, u_2, \cdots, u_n),
$$

where $\overset{*}{=} \ $ means that if one side exists then both sides exist and the two values are equal.

Let \( \{h_k|k = 1, 2, \cdots\} \) be a complete orthonormal set in $L^2([0,t], m_L)$ such that each $h_k$ is of bounded variation. For $f$ in $L^2([0,t], m_L)$ and $x$ in $C[0,t]$, we let

$$
\int_0^t f(s) \, dx(s) = \lim_{n \to \infty} \int_0^t \left[ \sum_{k=1}^n \int_0^t f(u) e_k(u) \, dm_L(u) \, e_k(v) \right] \, dx(v)
$$

if the limit exists. $\int_0^t f(s) \, dx(s)$ is called the Paley-Wiener-Zygmund integral of $f$ according to $x$. By the routine method in the theory of Wiener space, we can prove that the integral $\int_0^t f(s) \, dx(s)$ is independent on the
orthonormal set \( \{e_k | k = 1, 2, \cdots \} \) and the Paley-Wiener-Zygmund integral exists \( \omega_x - a.e. \ x \) in \( C[0, t] \).

**Remark 3.6.** In 1980, Cameron and Storvick introduced the definitions and some related theories of the spaces \( S, S' \) and \( S'' \) of Wiener functionals. If we replace \((C_0[0, t], m_w)\) by \((C[0, t], \omega_x)\) in their paper, we can prove various results on \((C[0, t], \omega_x)\) which are similar to Cameron and Storvick’s results in [2].

### 4. The conditional \( \omega_x \)-integral

In 1975, Yeh introduced the definition and some related theories of conditional Wiener integral. In 1984, Chang and Chang found some formulas for conditional Wiener integral \( E_w(Z|X) \), given by \( X(x) = (x(s_1), x(s_2), \cdots, x(s_n)) \) [3]. In this section, we will establish some formulas for conditional \( \omega_x \)-integral which generalize Chang and Chang’s results.

From [4, Lemma 1, p.67], we have following lemma.

**Lemma 4.1.** For each measurable partition \( \pi \) of \( \mathbb{R}^{n+1} \), define the linear operator

\[
T_\pi : L_\infty(\mathbb{R}^{n+1}, \prod_{i=1}^{n} m_L \times \varphi) \to L_\infty(\mathbb{R}^{n+1}, \prod_{i=1}^{n} m_L \times \varphi)
\]

by

\[
T_\pi(f) = \sum_{A \in \pi} \int_{A} f \frac{d\prod_{i=1}^{n} m_L \times \varphi}{\prod_{i=1}^{n} m_L \times \varphi}(A) \chi_A
\]

for \( f \) in \( L_\infty(\mathbb{R}^{n+1}, \prod_{i=1}^{n} m_L \times \varphi) \). Here if \( (\prod_{i=1}^{n} m_L \times \varphi)(A) = 0 \) then we take \( \int_{A} f \frac{d\prod_{i=1}^{n} m_L \times \varphi}{\prod_{i=1}^{n} m_L \times \varphi}(A) \equiv 0 \). Then if the partitions are directed by refinement, then \( \lim_{\pi} \| T_\pi(f) - f \|_\infty = 0 \) for \( f \) in \( L_\infty(\mathbb{R}^{n+1}, \prod_{i=1}^{n} m_L \times \varphi) \).

**Lemma 4.2.** Let \( X \) and \( Z \) be as in Lemma 2.2. Assume that \( P_X \ll \prod_{i=1}^{n} m_L \times \varphi \) on \( (\mathbb{R}^{n+1}, \mathcal{B}(\mathbb{R}^{n+1})) \). For \( (u_0, u_1, \cdots, u_n) \in \mathbb{R}^{n+1} \) let \( J_\pi(u_0, u_1, \cdots, u_n; \cdot) \) be the function on \( \mathbb{R}^{n+1} \) defined by

\[
J_\pi(u_0, \cdots, u_n; s_0, \cdots, s_n) = \sum_{A \in \pi} \left[ \prod_{i=1}^{n} m_L \times \varphi(A) \right]^{-1} \chi_A(s_0, \cdots, s_n) \chi_A(u_0, \cdots, u_n),
\]
where $\pi$ is a partition of measurable sets on $\mathbb{R}^{n+1}$ and if $(\prod_{i=1}^{n} m_L \times \varphi)(A) = 0$ then we take $[(\prod_{i=1}^{n} m_L \times \varphi)(A)]^{-1} \equiv 0$. Then there is a version of $E^{\omega_{\varphi}}(Z|X) \frac{dP_X}{\prod_{i=1}^{n} m_L \times \varphi}$ such that

\begin{equation}
E^{\omega_{\varphi}}(Z|X)(u_0, \ldots, u_n) \frac{dP_X}{d \prod_{i=1}^{n} m_L \times \varphi}(u_0, \ldots, u_n)
\end{equation}

\begin{align}
&= \lim_{\pi} \int_{C[0,t]} (J_\pi(u_0, \ldots, u_n; X(x))Z(x)) \, d\omega_{\varphi}(x) \\
&= \lim_{\pi} \int_{\mathbb{R}^{n}} (J_\pi(u_0, \ldots, u_n; s_0, s_1, \ldots, s_n)E^{\omega_{\varphi}}(Z|X)(s_0, \ldots, s_n)) \\
&\quad \times \frac{dP_X}{d \prod_{i=1}^{n} m_L \times \varphi}(s_0, \ldots, s_n) \prod_{i=1}^{n} m_L(s_1, \ldots, s_n) \, d\varphi(s_0)
\end{align}

for $\prod_{i=1}^{n} m_L \times \varphi$-a.e. $(u_1, \ldots, u_n, u_0)$. Let $f = E^{\omega_{\varphi}}(Z|X) \frac{dP_X}{\prod_{i=1}^{n} m_L \times \varphi}$.

Then $f$ is $\prod_{i=1}^{n} m_L \times \varphi$-integrable since $P_X \ll \prod_{i=1}^{n} m_L \times \varphi$ and $E^{\omega_{\varphi}}(Z|X)$ is $P_X$-integrable. So, from Lemma 4.1 we have the result. \hfill \Box

The following Theorem 4.3 and Theorem 4.6 are the generalization of Chang and Chang’s 1984 results in [3].

**Theorem 4.3.** For $x \in C[0, t]$, let $X(x) = (x(s_0), x(s_1), \ldots, x(s_n))$ and let $Z(x) = \frac{1}{t} \int_{0}^{t} x(s) \, ds$ where $0 = s_0 < s_1 < \cdots < s_n < s_{n+1} = t$ for a non-negative integer $n$. Suppose $f(u) = u$ is $\varphi$-integrable. Then the conditional $\omega_{\varphi}$-integral of $Z$ given $X$ is

\begin{equation}
E^{\omega_{\varphi}}(Z|X)(u_0, u_1, \ldots, u_n)
\end{equation}

\begin{align}
&= \frac{1}{2t} \sum_{i=1}^{n} (s_i - s_{i-1})(u_{i-1} + u_i) + \frac{1}{t}(t - s_n)u_n.
\end{align}

**Proof.** Since $|Z(x)| \leq \frac{1}{t} \int_{0}^{t} |x(s)| \, ds$ and $\int_{\mathbb{R}} |w| \, d\varphi(w)$ is finite, $\int_{C[0,t]} |x(s)| \, d\omega_{\varphi}(x)$ is finite. So, $\int_{C[0,t]} \frac{1}{t} \int_{0}^{t} |x(s)| \, ds \, d\omega_{\varphi}(x) = \frac{1}{t} \int_{0}^{t} \int_{C[0,t]} |x(s)| \, d\omega_{\varphi}(x) \, ds$ is finite. Therefore $\int_{C[0,t]} |Z| \, d\omega_{\varphi}(x)$ is finite and so $E^{\omega_{\varphi}}(Z|X)$...
exists. According to Lemma 4.2, a version of $E^{\omega_{\phi}}(Z|X) \frac{dP_X}{d \prod_{i=1}^{\infty} m_L \times \varphi}$ is given by

\begin{align}
(4.7) \quad E^{\omega_{\phi}}(Z|X)(u_0, u_1, \cdots, u_n) \frac{dP_X}{d \prod_{i=1}^{\infty} m_L \times \varphi}(u_0, u_1, \cdots, u_n) \\
= \lim_{\pi} \int_{C[0,t]} (J_{\pi}(u_0, \cdots, u_n; X(x))Z(x) \, d\omega_{\phi}(x),
\end{align}

where $(u_0, u_1, \cdots, u_n) \in \mathbb{R}^{n+1}$ and $\pi$ is a partition of measurable sets on $\mathbb{R}^{n+1}$. With our $Z$ and $X$, we have

\begin{align}
(4.8) \quad \int_{C[0,t]} (J_{\pi}(u_0, \cdots, u_n; X(x))Z(x) \, d\omega_{\phi}(x) \\
= \sum_{i=1}^{n+1} \int_{C[0,t]} (J_{\pi}(u_0, \cdots, u_n; x(s_i), \cdots, x(s_n)) \frac{1}{t} \int_{s_{i-1}}^{s_i} x(v)dv \, d\omega_{\phi}(x).
\end{align}

By Lemma 2.1, if $v = 0$,

\begin{align}
(4.9) \quad \int_0^t \int_{C[0,t]} \sum_{A \in \pi} \left[ (\prod_{i=1}^{\infty} m_L \times \varphi) (A) \right]^{-1} |x(v)| \, d\omega_{\phi}(x) \, dm_L(v) \\
= \sum_{A \in \pi} \left[ (\prod_{i=1}^{\infty} m_L \times \varphi) (A) \right]^{-1} \int_0^t \left( \int_{\mathbb{R}} |u_0| \, d\varphi(u_0) \right) dm_L(v)
\end{align}

is finite, and if $0 < v \leq t$,

\begin{align}
(4.10) \quad \int_0^t \int_{C[0,t]} \sum_{A \in \pi} \left[ (\prod_{i=1}^{\infty} m_L \times \varphi) (A) \right]^{-1} |x(v)| \, d\omega_{\phi}(x) \, dm_L(v) \\
= \sum_{A \in \pi} \left[ (\prod_{i=1}^{\infty} m_L \times \varphi) (A) \right]^{-1} \int_0^t \left( \frac{1}{\sqrt{2\pi v}} \int_{\mathbb{R}} |u_1| \right. \\
\times \left. \exp \left\{ -\frac{(u_1 - u_0)^2}{2v} \right\} dm_L(u_1) \, d\varphi(u_0) \right) dm_L(v)
\end{align}

is finite. So, by the Fubini’s Theorem and Lemma 2.1, we have

\begin{align}
(4.11) \quad \sum_{i=1}^{n+1} \int_{C[0,t]} (J_{\pi}(u_0, \cdots, u_n; x(s_0), x(s_1), \cdots, x(s_n)) \frac{1}{t} \int_{s_{i-1}}^{s_i} x(v)dv \\
\times d\omega_{\phi}(x)
\end{align}
\[= \sum_{i=1}^{n} \int_{C[0,t]} (J_\pi(u_0, \cdots, u_n; x(s_0), x(s_1), \cdots, x(s_n))) \times \frac{1}{t} \int_{s_i-1}^{s_i} x(v) dv \, d\omega(x) \]
\[+ \int_{C[0,t]} (J_\pi(u_0, \cdots, u_n; x(s_0), x(s_1), \cdots, x(s_n))) \times \frac{1}{t} \int_{s_n}^{s_{n+1}} x(v) dv \, d\omega(x) \]
\[= \sum_{i=1}^{n} \frac{1}{2t} (s_i - s_{i-1}) \left[ (2\pi)^n \prod_{j=1}^{n} (s_j - s_{j-1}) \right]^{-\frac{1}{2}} \sum_{A \in \pi} \chi_A(u_0, \cdots, u_n) \times \int_{A} (\alpha_{i-1} + \alpha_i) \exp \left\{ -\frac{1}{2} \sum_{j=1}^{n} \frac{(\alpha_j - \alpha_{j-1})^2}{s_j - s_{j-1}} \right\} \times d\left( \prod_{i=1}^{n} m_L \times \varphi \right)((\alpha_1, \cdots, \alpha_n), \alpha_0) \]
\[+ \frac{1}{t} (t - s_n) \left[ (2\pi)^n \prod_{j=1}^{n} (s_j - s_{j-1}) \right]^{-\frac{1}{2}} \sum_{A \in \pi} \chi_A(u_0, \cdots, u_n) \times \int_{A} \alpha_n \exp \left\{ -\frac{1}{2} \sum_{j=1}^{n} \frac{(\alpha_j - \alpha_{j-1})^2}{s_j - s_{j-1}} \right\} \times d\left( \prod_{i=1}^{n} m_L \times \varphi \right)((\alpha_1, \cdots, \alpha_n), \alpha_0), \]

where \(x(s_i) = \alpha_i\) for \(i = 0, 1, 2, \cdots, n\). By (4.7) and Lemma 4.1,

\[
E^{\omega, \varphi}(Z|X)(u_0, u_1, \cdots, u_n) \frac{dP_X}{d\prod_{i=1}^{n} m_L \times \varphi}(u_0, u_1, \cdots, u_n) \]
\[= \frac{1}{2t} \sum_{i=1}^{n} (s_i - s_{i-1})(u_{i-1} + u_i) + \frac{1}{t} (t - s_n) u_n \]
\[\times \left[ (2\pi)^n \prod_{j=1}^{n} (s_j - s_{j-1}) \right]^{-\frac{1}{2}} \exp \left\{ -\frac{1}{2} \sum_{j=1}^{n} \frac{(u_j - u_{j-1})^2}{s_j - s_{j-1}} \right\}. \]
Therefore, for a non-negative integer \( n \) we obtain
\[
(4.13) \quad E^{\omega_{\varphi}}(Z|X)(u_0, u_1, \ldots, u_n)
= \frac{1}{2t} \sum_{i=1}^{n} (s_i - s_{i-1})(u_{i-1} + u_i) + \frac{1}{t}(t - s_n)u_n.
\]

\[\square\]

From Theorem 4.3, we have the following two corollaries.

**Corollary 4.4.** For \( x \in C[0, t] \), let \( Z(x) \) be as in Theorem 4.3. And let \( X(x) = (x(0)) \). Suppose \( f(u) = u \) is \( \varphi \)-integrable. Then the conditional \( \omega_{\varphi} \)-integral of \( Z \) given \( X \) is
\[
(4.14) \quad E^{\omega_{\varphi}}(Z|X)(u_0) = u_0.
\]

**Corollary 4.5.** For \( x \in C[0, t] \), let \( Z(x) \) be as in Theorem 4.3. And let \( X(x) = (x(s_0), x(s_1), \ldots, x(s_{n+1})) \) where \( 0 = s_0 < s_1 < \cdots < s_n < s_{n+1} = t \) for a non-negative integer \( n \). Suppose \( f(u) = u \) is \( \varphi \)-integrable. Then the conditional \( \omega_{\varphi} \)-integral of \( Z \) given \( X \) is
\[
(4.15) \quad E^{\omega_{\varphi}}(Z|X)(u_0, u_1, \ldots, u_{n+1}) = \frac{1}{2t} \sum_{i=1}^{n+1} (s_i - s_{i-1})(u_{i-1} + u_i).
\]

**Theorem 4.6.** For \( x \in C[0, t] \), let \( Z(x) \) be as in Theorem 4.3. And let \( Z(x) = \sum_{i=1}^{n+1} \frac{1}{s_i - s_{i-1}} \int_{(s_{i-1}, s_i)} x(v) m_L(v) \) where \( 0 = s_0 < s_1 < \cdots < s_n < s_{n+1} = t \) for a non-negative integer \( n \). Suppose \( f(u) = u \) is \( \varphi \)-integrable. Then the conditional \( \omega_{\varphi} \)-integral of \( Z \) given \( X \) is
\[
(4.16) \quad E^{\omega_{\varphi}}(Z|X)(u_0, u_1, \ldots, u_n) = \frac{1}{2} \sum_{i=1}^{n} (u_{i-1} + u_i) + u_n.
\]

**Proof.** It is obvious that \( E^{\omega_{\varphi}}(Z|X) \) exists. By Lemma 4.2, a version of \( E^{\omega_{\varphi}}(Z|X) \frac{dP_X}{\prod_{j=1}^{m_L} m_L \times \varphi} \) is given by
\[
(4.17) \quad E^{\omega_{\varphi}}(Z|X)(u_0, u_1, \ldots, u_n) = \lim_{\pi} \int_{C[0, t]} (J_{\pi}(u_0, \ldots, u_n; x(s_0), x(s_1), \ldots, x(s_n)))
\times \sum_{i=1}^{n+1} \frac{1}{s_i - s_{i-1}} \int_{s_{i-1}}^{s_i} x(v) d\omega_{\varphi}(x).
\]
Then by Lemma 4.1, we have

\[
\lim_{\pi} \int_{C[0,t]} (J_\pi(u_0, \cdots, u_n; x(s_0), x(s_1), \cdots, x(s_n)) \\
\times \sum_{i=1}^{n+1} \frac{1}{s_i - s_{i-1}} \int_{s_{i-1}}^{s_i} x(v) dv \, d\omega_\varphi(x))
\]

\[= \frac{1}{2} \sum_{i=1}^{n+1} (u_{i-1} + u_i) + u_n,\]

as desired.

From Theorem 4.6, we have the following a corollary.

**Corollary 4.7.** For \( x \in C[0,t] \), let \( Z(x) \) be as in Theorem 4.6. And let \( X(x) = (x(s_0), x(s_1), \cdots, x(s_{n+1})) \) where \( 0 = s_0 < s_1 < \cdots < s_n < s_{n+1} = t \) for a non-negative integer \( n \). Suppose \( f(u) = u \) is \( \varphi \)-integrable. Then the conditional \( \omega_\varphi \)-integral of \( Z \) given \( X \) is

\[
E^{\omega_\varphi}(Z|X)(u_0, u_1, \cdots, u_{n+1}) = \frac{1}{2} \sum_{i=1}^{n+1} (u_{i-1} + u_i).
\]

**Theorem 4.8.** For \( x \in C[0,t] \), let \( X(x) = (x(s_0), x(s_1), \cdots, x(s_n)) \) and let \( Z(x) = \int_0^t (x(v))^2 dm_L(v) \) where \( 0 = s_0 < s_1 < \cdots < s_n < s_{n+1} = t \) for a non-negative integer \( n \). Suppose \( f(u) = u^2 \) is \( \varphi \)-integrable. Then the conditional \( \omega_\varphi \)-integral of \( Z \) given \( X \) is

\[
E^{\omega_\varphi}(Z|X)(u_0, u_1, \cdots, u_n) = \frac{1}{6} \sum_{i=1}^{n} (s_i - s_{i-1}) [(s_i - s_{i-1})
\]

\[+ 2(u_i^2 + u_{i-1}u_i + u_{i-1}^2)] + \frac{1}{2}(t - s_n)^2.
\]

**Proof.** It is trivial that \( E^{\omega_\varphi}(Z|X) \) exists. By Lemma 4.2, a version of \( E^{\omega_\varphi}(Z|X) \) is given by
Thus by (2.4) and the elementary calculus, we have

\[
E^{\omega_{\mu}}(Z|X)(u_0, u_1, \cdots, u_n)\frac{dP_X}{d\prod_{i=1}^{n} m_L \times \varphi}(u_0, u_1, \cdots, u_n)
\]

\[
= \lim_{\pi} \sum_{i=1}^{n+1} \int_{C[0,t]} \left( \int_{s_{i-1}}^{s_i} (x(v))^2 dm_L(v) \, d\omega_{\varphi}(x) \right)
\]

\[
\sum_{i=1}^{n} \int_{C[0,t]} \left( \int_{s_{i-1}}^{s_i} (x(v))^2 dm_L(v) \, d\omega_{\varphi}(x) \right)
\]

\[
= \sum_{i=1}^{n} \int_{C[0,t]} \left( \int_{s_{i-1}}^{s_i} (x(v))^2 dm_L(v) \, d\omega_{\varphi}(x) \right)
\]

\[
+ \int_{s_n}^{s_{n+1}} \int_{C[0,t]} \left( \int_{s_{i-1}}^{s_i} (x(v))^2 dm_L(v) \, d\omega_{\varphi}(x) \right)
\]

\[
= \sum_{i=1}^{n} \sum_{A \in \pi} \chi_A(u_0, \cdots, u_n) \int_{A} \left[ (2\pi)^n \prod_{j=1}^{n} (s_j - s_{j-1}) \right]^{-\frac{1}{2}}
\]

\[
\times \left[ \frac{1}{6} (s_i - s_{i-1})^2 + \frac{1}{3} (s_i - s_{i-1})(\alpha_i^2 + \alpha_{i-1} \alpha_i + \alpha_{i-1}^2) \right]
\]

\[
\times \exp \left\{ -\frac{1}{2} \sum_{j=1}^{n} \frac{(\alpha_j - \alpha_{j-1})^2}{s_j - s_{j-1}} \right\} \left( \prod_{i=1}^{n} m_L \times \varphi \right)((\alpha_1, \cdots, \alpha_n), \alpha_0)
\]

\[
+ \sum_{A \in \pi} \chi_A(u_0, \cdots, u_n) \int_{A} \left[ (2\pi)^n \prod_{j=1}^{n} (s_j - s_{j-1}) \right]^{-\frac{1}{2}}
\]

\[
\times \exp \left\{ -\frac{1}{2} \sum_{j=1}^{n} \frac{(\alpha_j - \alpha_{j-1})^2}{s_j - s_{j-1}} \right\} \left( \prod_{i=1}^{n} m_L \times \varphi \right)((\alpha_1, \cdots, \alpha_n), \alpha_0),
\]
where \( x(s_i) = \alpha_i \) for \( i = 0, 1, 2, \cdots, n \). So, by Lemma 4.1,

\[
\begin{align*}
\lim_{\pi \to \infty} \sum_{i=1}^{n+1} & \int_{C[0,t]} (J_\pi(u_0, \cdots, u_n; x(s_0), x(s_1), \cdots, x(s_n))) \\
& \times \int_{s_{i-1}}^{s_i} (x(v))^2 dm_L(v) \, d\omega(x) \\
& = \left( \frac{1}{6} \sum_{i=1}^{n} (s_i - s_{i-1})[(s_i - s_{i-1}) + 2(u_i^2 + u_{i-1}u_i + u_{i-1}^2)] \\
& + \frac{1}{2}(t - s_n)^2 \right) \left[ (2\pi)^n \prod_{j=1}^{n}(s_j - s_{j-1}) \right]^{-\frac{1}{2}} \\
& \times \exp \left\{ -\frac{1}{2} \sum_{j=1}^{n} \frac{(u_j - u_{j-1})^2}{s_j - s_{j-1}} \right\}.
\end{align*}
\]

Hence we have the desired result. \( \square \)

By Theorem 4.8, we have the following two corollaries.

**Corollary 4.9.** For \( x \in C[0,t] \), let \( Z(x) \) be as in Theorem 4.8 and let \( X(x) = (x(0)) \). Suppose \( f(u) = u^2 \) is \( \varphi \)-integrable. Then the conditional \( \omega_\varphi \)-integral of \( Z \) given \( X \) is

\[
E^{\omega_\varphi}(Z|X)(u_0) = \frac{1}{2} t^2.
\]

**Corollary 4.10.** For \( x \in C[0,t] \), let \( Z(x) \) be as in Theorem 4.8 and let \( X(x) = (x(s_0), x(s_1), \cdots, x(s_{n+1})) \), where \( 0 = s_0 < s_1 < \cdots < s_n < s_{n+1} = t \) for a non-negative integer \( n \). Suppose \( f(u) = u^2 \) is \( \varphi \)-integrable. Then the conditional \( \omega_\varphi \)-integral of \( Z \) given \( X \) is

\[
E^{\omega_\varphi}(Z|X)(u_0, u_1, \cdots, u_{n+1})
= \frac{1}{6} \sum_{i=1}^{n+1} (s_i - s_{i-1})[(s_i - s_{i-1}) + 2(u_i^2 + u_{i-1}u_i + u_{i-1}^2)].
\]
5. A translation theorem of conditional \( \omega_{\varphi} \)-integral

In 1978, Yeh found a formula for the translation of conditional Wiener integral \[12\]. In this section, we will prove a formula, similar to Yeh’s result, for the translation of conditional \( \omega_{\varphi} \)-integral.

Using the similar method as in the proofs of Lemma 1, Lemma 2 and Theorem 1 in \[12\], we can prove the following three lemmas, so we state the lemmas without the proofs.

**Lemma 5.1.** Suppose \( f(u) = u \) is \( \varphi \)-integrable. Let \( Z \) be a real-valued integrable random variable on \((C[0, t], \mathcal{B}(C[0, t]), \omega_{\varphi})\) and let \( X : (C[0, t], \mathcal{B}(C[0, t])) \to (\mathbb{R}, \mathcal{B}(\mathbb{R})) \) be measurable function. Let \( T : (C[0, t], \mathcal{B}(C[0, t])) \to (C[0, t], \mathcal{B}(C[0, t])) \) be measurable function. Suppose there is a bijective function \( h \) from \( \mathbb{R} \) to \( \mathbb{R} \) such that \( h \) and \( h^{-1} \) are measurable, and \( X \circ T = h \circ X \) for \( \omega_{\varphi} \) - a.e. \( x \) in \((C[0, t], \mathcal{B}(C[0, t]), \omega_{\varphi})\). Then

\[
E_{\omega_{\varphi}}(Z|X \circ T)(\xi) = E_{\omega_{\varphi}}(Z|X)(h^{-1}(\xi))
\tag{5.1}
\]

for \( P_{X \circ T} \) - a.e. \( \xi \).

**Lemma 5.2.** Under the assumptions in Lemma 5.1, if there is a real-valued \( \mathcal{B}(C[0, t]) \)-measurable function \( J \) on \( C[0, t] \) such that \( \omega_{\varphi}(B) = \int_{T^{-1}(B)} J(x) d\omega_{\varphi}(x) \) for \( B \) in \( \mathcal{B}(C[0, t]) \), then for any real-valued \( \mathcal{B}(C[0, t]) \)-measurable function \( T \) on \( C[0, t] \), we have

\[
\int_{C[0, t]} T(x) d\omega_{\varphi}(x) = \int_{C[0, t]} (Z \circ T)(x) J(x) d\omega_{\varphi}(x),
\tag{5.2}
\]

where \( \overset{*}{=} \) means that if one side exists then both sides exist and the two values are equal.

**Lemma 5.3.** Under the assumptions in Lemma 5.1 and Lemma 5.2, for every measurable function \( g \) of \((\mathbb{R}, \mathcal{B}(\mathbb{R}))\) to itself, we have

\[
\int_{\mathbb{R}} g(\xi) E_{\omega_{\varphi}}(Z|X)(\xi) \, dP_X(\xi)
\]

\(\overset{*}{=}\)

\[
\int_{\mathbb{R}} g(\xi) E_{\omega_{\varphi}}((Z \circ T)J|X)(h^{-1}(\xi)) \, dP_{X \circ T}(\xi),
\tag{5.3}
\]
where \(*\) means that if one side exists then both sides exist and the two values are equal. Moreover, if \(P_X \circ T \ll P_X\) then

\[
E_{\omega \varphi} (Z|X)(\xi) = E_{\omega \varphi} ((Z \circ T)|X)(h^{-1}(\xi)) \frac{dP_X \circ T}{dP_X}(\xi)
\]

for \(P_X - \text{a.e.} \, \xi\).

Now, we will establish a translation theorem for the conditional \(\omega \varphi\)-integral.

**Theorem 5.4.** Let \(Y\) be a real-valued integrable function on \((C[0,t], B(C[0,t]), \omega \varphi)\) and let \(X(x) = x(t)\) for \(x\) in \(C[0,t]\). Let \(x_0\) be given as in Theorem 3.1. Then we have

\[
E_{\omega \varphi} (Y|X)(\xi) = E_{\omega \varphi} (Y(\cdot + x_0)J|X)(\xi - x_0(t)) \\
\times \int_\mathbb{R} \exp \left\{ - \frac{(\xi - x_0(t) - u_0)^2}{2t} \right\} d\varphi(u_0) \\
\times \left[ \int_\mathbb{R} \exp \left\{ - \frac{(\xi - u_0)^2}{2t} \right\} d\varphi(u_0) \right]^{-1}
\]

for \(m_L - \text{a.e.} \, \xi\), where

\[
J(x) = \exp \left\{ - \frac{1}{2} \int_0^t (h(s))^2 \, dm_L(s) \right\} \exp \left\{ - \int_0^t h(s) \, dx(s) \right\}.
\]

**Proof.** Let \(T\) be the function of \(C[0,t]\) into itself with \(T(x) = x + x_0\) for \(x\) in \(C[0,t]\) and \(h\) a function of \(\mathbb{R}\) into itself with \(h(x) = \xi + x_0(t)\) for \(\xi\) in \(\mathbb{R}\). Then \((X \circ T)(x) = h \circ X(x)\), \(h\) and \(h^{-1}\) are bijective measurable. By Theorem 3.1, letting \(J(x) = e^{-\frac{1}{2}||h(s)||^2} e^{-\int_0^t h(s) \, dx(s)}\),

\[
\omega \varphi (B) = \int_{T^{-1}(B)} J(x) \, d\omega \varphi(x)
\]
for $B$ in $B(C[0, t])$, that is, $P_{X \circ T} \ll P_X$. By (2.7), we have

\begin{equation}
\frac{dP_{X \circ T}}{dP_X}(\xi) = \frac{dP_{X \circ T}(\xi)}{dm_L(\xi)} \left[ \frac{dP_X}{dm_L}(\xi) \right]^{-1} = \int_{\mathbb{R}} \exp \left\{ -\frac{(\xi - x_0(t) - u_0)^2}{2t} \right\} d\varphi(u_0) \times \left[ \int_{\mathbb{R}} \exp \left\{ -\frac{(\xi - u_0)^2}{2t} \right\} d\varphi(u_0) \right]^{-1}.
\end{equation}

So, from (5.4) we have

\begin{equation}
E^{\omega_{\cdot \circ T}}(Y|X)(\xi) = E^{\omega_{\cdot \circ T}}((Y \circ T)J|X)(h^{-1}(\xi)) \frac{dP_{X \circ T}}{dP_X}(\xi)
\end{equation}

\begin{equation}
= E^{\omega_{\cdot \circ T}}(Y(\cdot + x_0)J|X)(\xi - x_0(t)) \times \int_{\mathbb{R}} \exp \left\{ -\frac{(\xi - x_0(t) - u_0)^2}{2t} \right\} d\varphi(u_0) \times \left[ \int_{\mathbb{R}} \exp \left\{ -\frac{(\xi - u_0)^2}{2t} \right\} d\varphi(u_0) \right]^{-1},
\end{equation}

where

\begin{equation}
J(x) = \exp \left\{ -\frac{1}{2} \int_0^t (h(s))^2 \, dm_L(s) \right\} \exp \left\{ -\int_0^t h(s) \, dx(s) \right\}.
\end{equation}

**Remark 5.5.** In Theorem 5.4, if we take $\varphi = \delta_0$, the Dirac measure at the origin, then we obtain Yeh’s 1978 result.
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