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## 1. INTRODUCTIOM

In this paper, three properties of a fundamental recursive sequence of arbitrary order are examined by analyzing and recombining the zeros of the associated auxiliary equation. The three properties in question are Simson's relation (Sections 2, 3, 4), a Lucas identity discussed by Jarden (Section 5), and Horadam's Pythagorean triples (Saction 6). We define a fundamental $i^{\text {th }}$ order linear recursive sequence $\left\{u_{n}^{(i)}\right\}$ in terms of the linear recurrence relation

$$
\begin{gather*}
u_{n}^{(i)}=\sum_{r=1}^{i} \rho_{i r} u_{n-r}^{(i)} \quad n>0, \\
u_{n}^{(i)}=1 \quad n=0,  \tag{1.1}\\
u_{n}^{(i)}=0 \quad n<0,
\end{gather*}
$$

in which the $P_{i r}$ are arbitrary integers.
The "fundamental" character of this sequence has been shown elsewhere by the present writer [7].
Associated with the recurrence relation in (1.1) is the auxiliary equation

$$
\begin{equation*}
f_{i}(x) \equiv \prod_{r=1}^{i}\left(x-a_{i r}\right)=0 \tag{11.2}
\end{equation*}
$$

in which it is assumed that the complex numbers $a_{i r}$ are distinct. We shall restrict ourselves to this non-degenerate case, but the basic arguments survive when the zeros of (1.2) are not distinct. In the degenerate case the order of the $i$-related sequence described below may be reduced.
We define an "i-related sequence of order $j$," $\left\{x_{n}^{(j)}\right\}$, as ane which satisfies the $j^{\text {th }}$ order recurrence relation

$$
\begin{equation*}
x_{n}^{(j)}=\sum_{r=1}^{j}(-1)^{r+1} a_{i r} x_{n-r}^{(j)} \quad n>0 \tag{1.3}
\end{equation*}
$$

$$
\begin{gathered}
x_{n}^{(j)}=1 \quad n=0, \quad j=\binom{i}{2}, \\
x_{n}^{(j)}=0 \quad n<0,
\end{gathered}
$$

with an auxiliary equation

$$
\begin{equation*}
g_{i}(x) \equiv \prod_{\substack{r=1 \\ r<m}}^{j}\left(x-a_{i r} a_{i m}\right)=0 \tag{1.4}
\end{equation*}
$$

in which the $a_{i r}$ are integers and where the $a_{i r} a_{i m}$ are the zeros of (1.2). For example, when $i=3, j=3$, and

$$
\begin{gathered}
f_{3}(x)=\left(x-a_{31}\right)\left(x-a_{32}\right)\left(x-a_{33}\right) \\
g_{3}(x)=\left(x-a_{31} a_{32}\right)\left(x-a_{31} a_{33}\right)\left(x-a_{32} a_{33}\right)=x^{3}-\Sigma a_{31} a_{32} x^{2}+\Sigma a_{31}^{2} a_{32} a_{33} x-\left(a_{31} a_{32} a_{33}\right)^{2}
\end{gathered}
$$

We choose the symbol $Q_{i r}$ rather than $Q_{j r}$ because the $Q_{i r}$ can be expressed in terms of the $a_{i r}$ as we show in Equation (4.7).

## 2. SIMSON'S RELATION

For the fundamental sequence of Lucas [4], $\left\{u_{n}^{(2)}\right\}$, (in our notation), Simson's relation takes the form

$$
\begin{equation*}
\left(u_{n}^{(2)}\right)^{2}-\left(u_{n-1}^{(2)}\right)\left(u_{n+1}^{(2)}\right)=\left(a_{21} a_{22}\right)^{n}=x_{n}^{(1)} \tag{2.1}
\end{equation*}
$$

since $\binom{2}{2}=1$.
More generally we assert that

$$
\begin{equation*}
\left(u_{n}^{(i)}\right)^{2}-\left(u_{n-1}^{(i)}\right)\left(u_{n+1}^{(i)}\right)=x_{n}^{(j)}, \quad j=\binom{i}{2} \tag{2.2}
\end{equation*}
$$

To prove this we use the fact that

$$
\begin{equation*}
u_{n}^{(i)}=\sum_{r=1}^{i} A_{i r} a_{i r}^{n} \tag{2.3}
\end{equation*}
$$

wherein the $A_{i r}$ are determined by the initial values of $u_{n}^{(i)}, n=0,1, \cdots, i-1$. Thus the left-hand side of (2.2) becomes, after cancellation of terms,

$$
-\sum_{r<m} A_{i r} A_{i m}\left(a_{i r}-a_{i m}\right)^{2}\left(a_{i r} a_{i m}\right)^{n-1}=\sum_{r<m} B_{j s} \beta_{j s}^{n}
$$

in which

$$
\beta_{j s}=a_{i r} a_{i m}, \quad \text { and } \quad B_{i s} \beta_{j s}=-A_{i r} A_{i m} \times\left(a_{i r}-a_{i m}\right)^{2}
$$

Note that $j=\binom{i}{2}$ since there are $i a_{i r}$ to be taken two at a time. Note further that $A_{i r} A_{i m}$ contains $\left(a_{i r}-a_{i m}\right)^{2}$ in its denominator; see Jarden [3, p. 107].
The result (2.2) does not tell us much about the specific terms of $\left\{x_{n}^{(j)}\right\}$. We can find the initial terms by substituting successively the first $j+1$ values of $\left\{u_{n}^{(i)}\right\}$ in (2.2). For example, the first three terms can be found as follows:

$$
\begin{gathered}
\left(u_{0}^{(i)}\right)^{2}-\left(u_{-1}^{(i)}\right)\left(u_{1}^{(i)}\right)=1=x_{0}^{(j)} \\
\left(u_{1}^{(i)}\right)^{2}-\left(u_{0}^{(i)}\right)\left(u_{2}^{(i)}\right)=P_{i 1}^{2}-P_{i 1}^{2}-P_{i 2}=\sum_{r<m} a_{i r} a_{i m} \\
=a_{i 1}=a_{i 1} x_{0}^{(j)}=x_{1}^{(j)} \\
\left(u_{2}^{(i)}\right)^{2}-\left(u_{1}^{(i)}\right)\left(u_{3}^{(i)}\right)=P_{i 2}^{2}-P_{i 1} P_{i 3}=a_{i 1} x_{1}^{(i)}-a_{i 2} x_{0}^{(j)}=x_{2}^{(j)} .
\end{gathered}
$$

One can examine the nature of $\left\{x_{n}^{(j)}\right\}$ by the use of the multinomial expression for $u_{n}^{(i)}$, namely,

$$
\begin{equation*}
u_{n}^{(j)}=\sum_{\Sigma r \lambda_{r}=n} \frac{(\Sigma \lambda)!}{\lambda_{1}!\lambda_{2}!\cdots \lambda_{n}!} \prod_{r=1}^{i} P_{i r}^{\lambda_{r}} \tag{2.4}
\end{equation*}
$$

and we shall do that in Section 4. We first consider the auxiliary equation for $\left\{x_{n}^{(j)}\right\}$ and the coefficient, $a_{i r}$, of the recurrence relation separately.
Equation (2.4) follows if we adapt Macmahon [5, pp. 2-4], because $u_{n}^{(i)}$ is in fact the homogeneous product sum of weight $n$ of the quantities $a_{i j}$. It is the sum of a number of symmetric functions formed from a partition of the number $n$. The first three cases are

In general,

$$
\begin{gathered}
u_{1}^{(i)}=P_{i 1}=\sum a_{i 1}, \\
u_{2}^{(i)}=P_{i 1}^{2}+P_{i 2}=\sum a_{i 1}^{2}+\sum a_{i 1} a_{i 2}, \\
u_{3}^{(i)}=P_{i 1}^{3}+2 P_{i 1} P_{i 2}+P_{i 3}=\sum a_{i 1}^{3}+\sum a_{i 1}^{2} a_{i 2}+\sum a_{i 1} a_{i 2} a_{i 3} .
\end{gathered}
$$

$$
u_{n}^{(i)}=\sum_{\Sigma \lambda=n} a_{i 1}^{\lambda_{1}} a_{i 2}^{\lambda_{2}} \cdots=\sum_{\Sigma \lambda=n} \prod_{r=1}^{i} a_{i r}^{\lambda_{r}}
$$

It is of interest to note that another formula for $u_{n}^{(i)}$ can be given by

$$
\begin{equation*}
u_{n}^{(i)}=\sum_{r=1}^{i} a_{i r}^{i+n-1} / \prod_{r \neq s}\left(a_{i r}-a_{i s}\right) \tag{2.5}
\end{equation*}
$$

From Jarden [3, p. 107] we have that

$$
\begin{equation*}
u_{n}^{(i)}=\sum_{r=1}^{i} a_{i r}^{n} D_{r} / D \tag{2.6}
\end{equation*}
$$

where $D$ is the Vandermonde of the roots given by

$$
\begin{equation*}
D=\sum_{r=1}^{i} a_{i r}^{i-1} \prod_{\substack{r \neq s \neq t \\ s<t}}\left(a_{i t}-a_{i s}\right)=\prod_{r>s}\left(a_{i r}-a_{i s}\right) \prod_{s<t}\left(a_{i t}-a_{i s}\right) \tag{2.7}
\end{equation*}
$$

and $D_{r}$ is the determinant of order $;$ obtained from $D$ on replacing its $r^{\text {th }}$ column by the initial terms of $\left\{u_{n}^{(i)}\right\}$, $n=0,1,2, \cdots, i-1$. It thus remains to prove that

$$
\begin{equation*}
D_{r}=a_{i r}^{i-1} \prod_{\substack{r \neq s \neq t \\ s<t}}\left(a_{i t}-a_{i s}\right)=D a_{i r}^{i-1} / \prod_{r>s}\left(a_{i r}-a_{i s}\right) \tag{2.8}
\end{equation*}
$$

We use the method of the contrapositive. If

$$
D_{r} \neq a_{i r}^{i-1} \prod_{\substack{r \neq s \neq t \\ s<t}}\left(a_{i t}-a_{i s}\right)
$$

then

$$
\begin{aligned}
D & =\sum_{r=1}^{i} D_{r} \quad(\text { from (2.6) with } n=0) \\
& \neq \sum_{r=1}^{i} a_{i r}^{i-1} \prod_{\substack{r \neq s \neq t \\
s<t}}\left(a_{i t}-a_{i s}\right)
\end{aligned}
$$

which contradicts (2.7). This proves (2.8) and we have established that

$$
u_{n}^{(i)}=\sum_{r=1}^{i} a_{i r}^{n} D_{r} / D=\sum_{r=1}^{i} a_{i r}^{i+n-1} D_{r} / D a_{i r}^{i-1}=\sum_{r=1}^{i} a_{i r}^{i+n-1} / \prod_{r>s}\left(a_{i r}-a_{i s}\right)
$$

as required.

## 3. AUXILIARY EQUATIONS

van der Poorten [6] has proved that if $f(x)$ is a polynomial with complex coefficients, and $\left\{U_{n}\right\},\left\{V_{n}\right\}$ denote sequences of elements of $C$, and if

$$
\prod_{r=1}^{i}\left(E-a_{r}\right) U_{n}=0, \quad f(E) V_{n}=0
$$

then

$$
h(E) U_{n} V_{n}=0, \quad n \geqslant 0
$$

where $E$ is the operator on sequences which performs the action

$$
E U_{n}=V_{n+1}, \quad E V_{n}=V_{n+1}, \cdots \quad n \geqslant 0,
$$

and $H(x)$ denotes the monic polynomial which is the least common multiple of the polynomials

$$
f\left(x / a_{1}\right), f\left(x / a_{2}\right), \cdots, f\left(x / a_{i}\right),
$$

in which it is assumed that $a_{1}, a_{2}, \cdots, a_{j}$ are non-zero and distinct.
We now consider $\Pi\left(E-a_{i r}\right) u_{n}^{(i)}=0$ in place of both $\Pi\left(E-a_{r}\right) U_{n}$ and $f(E) V_{n}$. Then it follows from above that

$$
\begin{equation*}
h(E)\left(u_{n}^{(i j}\right)^{2}=0 \tag{3.1}
\end{equation*}
$$

where $H(x)$ is the I.c.m. of

$$
\prod_{s, r=1}^{i}\left(\left(x / a_{i s}\right)-a_{i r}\right)
$$

which can be re-written as $P_{i j}^{-1} \Pi\left(x-a_{i r} a_{i s}\right)$ since

$$
P_{i j}=\prod_{s=1}^{i} a_{i s}
$$

Thus the zeros of $h(x)$ are $a_{i 1}, \cdots, a_{i j}$ taken 2 at a time.
In (3.1) we have established that the sequence

$$
\left\{\left(u_{n}^{(i)}\right)^{2}\right\}
$$

satisfies a linear recurrence relation of order $\binom{i+1}{2}$ with auxiliary equation

$$
\begin{equation*}
F_{i+j}(x)=\prod_{\lambda_{1}+\lambda_{2}=2}\left(x-a_{i r}^{\lambda_{1}} a_{i m}^{\lambda_{2}}\right) \tag{3.2}
\end{equation*}
$$

where $j=\binom{i}{2}$ as before since

$$
\binom{i+1}{2}=\binom{i}{1}+\binom{i}{2}=i+j .
$$

Note that $r$ may equal $m$ in (3.2), and so

If we let

$$
F_{i+j}(x)=\prod_{i=1}^{i}\left(x-a_{i r}^{2}\right) \prod_{m<s}\left(x-a_{i m} a_{i s}\right)
$$

$$
\begin{equation*}
F_{i}(x)=\prod_{r=1}^{i}\left(x-a_{i r}^{2}\right) \tag{3.3}
\end{equation*}
$$

which is the auxiliary equation associated with the sequence $\left\{s_{2 n}^{(j)}\right\}$, then we have proved

$$
\begin{equation*}
g_{j}(x)=F_{i+j}(x) / F_{j}(x) \tag{3.4}
\end{equation*}
$$

The auxiliary equation for $\left\{x_{n}^{(j)}\right\}$ can also be represented in terms of the coefficients of the corresponding recurrence relation by

$$
\begin{equation*}
g_{j}(x)=x^{j}+\sum_{r=1}^{i}(-1)^{r} a_{i r} x^{j-r} . \tag{3.5}
\end{equation*}
$$

We now seek an expression for the $a_{i r}$ in terms of the zeros of the auxiliary equation of the fundamental sequence.

## 4. RECURRENCE RELATION COEFFICIENTS

From (1.3) and (1.4), we see that $\left\{x_{n}^{(j)}\right\}$ is the product sum of weight $j$ of the quantities $a_{i r} a_{i m}(r<m)$. Thus

$$
\begin{equation*}
x_{n}^{(j)}=u_{2 n}^{(i j}-\sum_{\lambda>n} a_{i 1}^{\lambda_{1}} a_{i 2}^{\lambda_{2}} \cdots=\sum_{\Sigma \lambda=2 n} a_{i 1}^{\lambda_{1}} a_{i 2}^{\lambda_{2}} \cdots-\sum_{\lambda>n} a_{i 1}^{\lambda_{1}} a_{i 2}^{\lambda_{2}} \cdots=\sum_{\Sigma \lambda=2 n} \prod_{r=1}^{i} a_{i r}^{\lambda_{r}} \tag{4.1}
\end{equation*}
$$

For example, when $i=3, j=3$, and

$$
\begin{gathered}
x_{1}^{(3)}=\Sigma a_{31} a_{32} \\
x_{2}^{(3)}=\Sigma a_{31}^{2} a_{32}^{2}+\Sigma a_{31}^{2} a_{32} a_{33} \\
x_{3}^{(3)}=\Sigma a_{31}^{3} a_{32}^{3}+\Sigma a_{31}^{3} a_{32}^{2} a_{32}+\Sigma a_{31}^{2} a_{32}^{2} a_{33}^{2}
\end{gathered}
$$

Furthermore, by analogy with (2.4)

$$
\begin{equation*}
x_{n}^{(j)}=\sum_{\Sigma r \mu_{r}=n}(-1)^{n+\Sigma \mu} \frac{(\Sigma \mu)!}{\mu_{1}\left(\mu_{2} \cdots \mu_{n}^{\prime}\right.} \prod_{r=1}^{i} a_{i r}^{\lambda_{r}} \tag{4.2}
\end{equation*}
$$

the first few terms of which are

$$
\begin{gathered}
x_{0}^{(j)}=1 \\
x_{1}^{(j)}=a_{i 1} \\
x_{2}^{(j)}=a_{i 1}^{2}-a_{i 2} \\
x_{3}^{(j)}=a_{i 1}^{3}-2 a_{i 1} a_{i 2}+a_{i 3}, \\
x_{4}^{(j)}=a_{i 1}^{4}-3 a_{i 1}^{2} a_{i 2}+2 a_{i 1} a_{i 3}+a_{i 2}^{2}-a_{i 4}
\end{gathered}
$$

Write
and then put

$$
\prod_{\substack{r, m=1 \\ r<m}}^{\infty}\left(1-a_{i r} a_{i m^{x}}\right)=\sum_{n=0}^{\infty} a_{i n}(-x)^{n}
$$

$$
\begin{equation*}
\sum_{n=0}^{\infty} \kappa_{i n} x^{n}=1 / \sum_{n=0}^{\infty} a_{i n}(-x)^{n} \tag{4.4}
\end{equation*}
$$

Thus

$$
\sum_{n=0}^{\infty} K_{i n} x^{n}=\prod_{r<m} \sum_{n=0}^{\infty} a_{i r}^{n} a_{i m}^{n} x^{n}
$$

$=\sum_{n=0}^{\infty} \sum_{\sum \lambda=2 n}\left(a_{i 1} a_{i 2}\right)^{\lambda_{11}}\left(a_{i 1} a_{i 3}\right)^{\lambda_{12}} \cdots\left(a_{i 1} a_{i j}\right)^{\lambda, i-1}\left(a_{i 2} a_{i 3}\right)^{\lambda_{21}} \cdots\left(a_{i 2} a_{i j}\right)^{\lambda_{2, i-2}}\left(a_{i 3} a_{i 4}\right)^{\lambda_{31}} \cdots x^{n}$
$=\sum_{n=0}^{\infty} \sum_{\Sigma \lambda_{r}=r n} \prod_{r=1}^{i} a_{i r}^{\lambda_{r}} x^{n}$,
in which

$$
\lambda_{r}=\sum_{m+v=r} \lambda_{m v}+\sum_{s=1}^{i-r} \lambda_{r s} .
$$

so that

$$
\begin{equation*}
K_{i n}=\sum_{\Sigma \lambda=2 n} \prod_{r=1}^{i} a_{i r}^{\lambda_{r}} \tag{4.5}
\end{equation*}
$$

In other words, $K_{i n}$ is the product sum of weight $n$ of the quantities $a_{i r} a_{i m}(r<m)$, and so $K_{i n}=x_{n}^{(j)}$. If we write $-x$ for $x$ in (4.4) we get

$$
\Sigma a_{i n} x^{n}=1 / \Sigma K_{i n}(-x)^{n}
$$

which can also be obtained by leaving $x$ unchanged in (4.4) and simply interchanging the symbols $Q$ and $K$. We next expand the right-hand side of (4.4) by the multinomial theorem to obtain

$$
\begin{equation*}
x_{n}^{(j)}=K_{i n}=\sum_{\Sigma r \mu_{r}=n}(-1)^{n+\Sigma \mu} \frac{(\Sigma \mu / l}{\mu_{1}!\mu_{2}!\cdots \mu_{n}!} \prod_{r=1}^{n} a_{i r}^{\mu_{r}} \tag{4.6}
\end{equation*}
$$

An interchange of symbols yields

$$
\begin{equation*}
a_{i n}=\sum_{\Sigma r \mu_{r}=n}(-1)^{n+\Sigma \mu} \frac{(\Sigma \mu)!}{\mu_{1} / \mu_{2}!\cdots \mu_{n}!} \prod_{r=1}^{n}\left(x_{r}^{(j)}\right)^{\mu_{r}} \tag{4.7}
\end{equation*}
$$

which is an expression for $Q_{i r}$ in terms of $a_{i r}$, since from (4.5),

$$
x_{n}^{(j)}=\sum_{\Sigma \lambda=2 n} \prod_{r=1}^{i} a_{i r}^{\lambda_{r}}
$$

where

$$
\lambda_{r}=\sum_{m+s=r} \lambda_{m s}+\sum_{w=1}^{i-r} \lambda_{r w}
$$

For example,

$$
a_{31}=x_{1}^{(3)}=\Sigma a_{31} a_{32}
$$

$a_{32}=-\left(x_{1}^{(3)}\right)^{2}+x_{2}^{(3)}=-\left(\Sigma a_{31}^{2} a_{32}+2 \Sigma a_{31}^{2} a_{32} a_{33}\right)+\left(\Sigma a_{31}^{2} a_{32}^{2}+\Sigma a_{31}^{2} a_{32} a_{33}\right)=-\Sigma a_{31}^{2} a_{32} a_{33}$.
$a_{i n}$ can also be expressed in terms of $u_{n}^{(i)}$ from (4.1), and $u_{n}^{(i)}$ can be expressed in terms of $P_{\text {in }}$ in (2.4), so that $Q_{\text {in }}$ can be expressed in terms of $P_{\text {in }}$ if desired. This has already been illustrated for (2.2).
Another formula for $x_{n}^{(j)}$ can be given by analogy with (2.5). Since

$$
x_{n}^{(j)}=\sum_{\Sigma \lambda=2 n} \prod_{r=1}^{i} a_{i r}^{\lambda_{r}}
$$

and

$$
u_{n}^{(i)}=\sum_{\Sigma \lambda=n} \prod_{r=1}^{i} a_{i r}^{\lambda_{r}}
$$

then

$$
x_{n}^{(j)}=\sum_{r=1}^{i} a_{i r}^{i+2 n-1} / \prod_{r>s}\left(a_{i r}-a_{i s}\right)
$$

which is somewhat surprising since it is expressed entirely in terms of the zeros of $f_{j}(x)$ rather than $g_{j}(x)$.

## 5. JAFDEN'S QUERY

Corresponding to the "fundamental" sequence $\left\{u_{n}^{(i)}\right\}$ and by analogy with Lucas' second-order "primordial" sequence [4], we define an $i^{\text {th }}$ order primordial sequence by

$$
\begin{gather*}
v_{n}^{(i)}=\sum_{r=1}^{i} P_{i r} v_{n-r}^{(i)} \quad n>0, \\
v_{n}^{(i)}=i \quad n=0,  \tag{5.1}\\
v_{n}^{(i)}=0 \quad n<0,
\end{gather*}
$$

so that

$$
v_{n}^{(i)}=\sum_{r=1}^{i} a_{i r}^{n}
$$

Jarden [3, p. 88] suggests that it would be interesting to determine (in our notation)

$$
\begin{equation*}
u_{2 n}^{(i)}-u_{n}^{(i)} v_{n}^{(i)} \tag{5.2}
\end{equation*}
$$

since

$$
u_{2 n}^{(2)}-u_{n}^{(2)} v_{n}^{(2)}
$$

is of great importance in the arithmetic of second-order sequences. We have already seen the auxiliary equation for $\left\{u_{2 n}^{(i)}\right\}$ in (3.3). Thus
$u_{2 n}^{(i)}-u_{n}^{(i)} v_{n}^{(i)}=\sum_{r=1}^{i} A_{i r} a_{i r}^{2 n}-\sum_{r=1}^{i} A_{i r} a_{i r}^{n} \sum_{m=1}^{i} a_{i m}^{r}=-\sum_{\substack{r, s=1 \\ r<s}}^{i}\left(A_{i r}+A_{i s}\right)\left(a_{i r} a_{i s}\right)^{n}=\sum_{m} c_{j m} \beta_{i m}^{n}=v_{n}^{(j)}$,
where $\beta_{j m}=a_{i r} a_{i s}, \quad r<s$, and $C_{j m}=-\left(A_{i r}+A_{i s}\right)$. Note that since

$$
\begin{gathered}
u_{o}^{(j)}=1=\sum_{r=1}^{j} A_{i r} \\
v_{O}^{(j)}=\sum_{m} c_{j m}=-2 \sum_{r=1}^{i} A_{i r}=2
\end{gathered}
$$

Furthermore, the zeros of the auxiliary equations of

$$
\left\{x_{n}^{(j)}\right\}\left\{v_{n}^{(j)}\right\}
$$

are the same, namely $\beta_{j r}$. The $\beta_{j r}$ also come into other properties of recurrence relations such as the quadratic forms of divisors of $v v_{2 n}^{(2)}$ determined by Lucas [4, p. 43].
The mention of these examples is made to point out that though we have restricted our study of these " $i$-related sequences of order $j^{\prime \prime}$ to expressions for auxiliary equations (3.4) and (3.5) and for recurrence refation coefficients (4.3), (4.5) and (4.7), they can be used in other situations.

## 6. HORADAM'S PYTHAGOREAN TRIPLES

This basic approach of analyzing and recombining the zeros of the auxiliary equation might be the only fruitful one in studying other properties of recurrence relations of arbitrary order. For instance, Shannon and Horadam [8] proved a general Pythagorean theorem for

$$
f_{n}^{(i)}=\sum_{r=1}^{i} f_{n-r}^{(i)}
$$

with suitable initial values. It was shown that

$$
\begin{equation*}
\left.\left(f_{n}^{(i)} f_{n+i+1}^{(i)}\right)^{2}+\left(2 f_{n+i}^{(i)}\left(f_{n+i}^{(i)}-f_{n}^{(i)}\right)\right)^{2}=\left(\left(f_{n}^{(i)}\right)^{2}+2 f_{n+i}^{(i)}-f_{n}^{(i)}\right)\right)^{2} \tag{6.1}
\end{equation*}
$$

and that all Pythagorean triples can be formed from such recurrence triples. The case $i=2$ is the situation studied first by Horadam [2].
The proof of (6.1) cannot be extended to a similar expression for $\left\{u_{n}^{(i)}\right\}$ because of the presence of the coefficients $P_{i r}$ in the recurrence relation for $\left\{u_{n}^{(i)}\right\}$. An essential feature of the proof of (6.1) was the result

$$
2 f_{n+i}^{(i)}-f_{n+i+1}^{(i)}=f_{n}^{(i)}
$$

This suggests that we consider

$$
\begin{equation*}
2 u_{n+i}^{(i)}-u_{n+i+1}^{(i)}=2 \sum_{r=1}^{i} A_{i r} a_{i r}^{n+i}-\sum_{r=i}^{i} A_{i r} a_{i r}^{n+i+1} \tag{6.2}
\end{equation*}
$$

which follows from (2.3).
The right-hand side of (6.2) becomes

$$
\begin{aligned}
\sum_{r=1}^{i} A_{i r}\left(2 a_{i r}^{n+i}-a_{i r}^{n+i+1}\right) & =\sum_{r=1}^{i} A_{i r} \sum_{s=1}^{i} P_{i s} a_{i r}^{n+i-s}\left(2-a_{i r}\right) \\
& =\sum_{r=1}^{i} \sum_{s=1}^{i} A_{i r} P_{i s} a_{i r}^{n+i-s}\left(2-a_{i r}\right)=\sum_{s=1}^{i} P_{i s} \sum_{r=1}^{i} A_{i r}\left(2-a_{i r}\right) a_{i r}^{n+i-s} \\
& =\sum_{s=1}^{i} P_{i s}\left(\sum_{r=1}^{i} B_{i r} a_{i r}^{n+i-s}\right)
\end{aligned}
$$

where we have set

$$
B_{i r}=A_{i r}\left(2-a_{i r}\right)
$$

Suppose further that

$$
z_{n}^{(i)}=\sum_{r=1}^{i} B_{i r} a_{i r}^{n+i-s}
$$

so that $\left\{z_{n}^{(i)}\right\}$ satisfies the same recurrence relation as $\left\{u_{n}^{(i)}\right\}$ but has different initial conditions (which give rise to the $\left.B_{i r}\right\}$. Then

## Proof:

$$
z_{n}^{(i)}=\sum_{r=1}^{i} P_{i r} z_{n-r}^{(i)}
$$

$$
z_{n-r}^{(i)}=\sum_{s=1}^{i} B_{i s} a_{i s}^{n-r}
$$

$$
\sum_{r=1}^{i} P_{i r} z_{n-r}^{(i)}=\sum_{r=1}^{i} P_{i r} \sum_{s=1}^{i} B_{i s} a_{i s}^{n-r}=\sum_{r=1}^{i} \rho_{i r} \sum_{s=1}^{i}\left(2 A_{i s} a_{i s}^{n-r}-A_{i s} a_{i s}^{n-r+1}\right)=2 \sum_{r=1}^{i} P_{i r} u_{n-r}^{(i)}-\sum_{r=1}^{i} P_{i r} u_{n-r+1}^{(i)}
$$

$$
=2 u_{n}^{(i)}-u_{n+1}^{(i)}=\sum_{r=1}^{i} 2 A_{i r} a_{i r}^{n}-\sum_{r=1}^{i} A_{i r} a_{i r}^{n+1}=\sum_{r=1}^{i} A_{i r}\left(2-a_{i r}\right) a_{i r}^{n}=\sum_{r=1}^{i} B_{i r} a_{i r}^{n}=z_{n}^{(i)}
$$

as required. So

$$
\sum_{s=1}^{i} P_{i s}\left(\sum_{i=1}^{i} B_{i r} a_{i r}^{n+i-s}\right)=\sum_{s=1}^{i} P_{i s} z_{n+i-s}^{(i)}=z_{n+i}^{(i)}
$$

Thus we have proved

$$
\begin{equation*}
2 u_{n+i}^{(i)}-u_{n+i+1}^{(i)}=z_{n+i}^{(i)} \tag{6.3}
\end{equation*}
$$

from which it follows immediately that

$$
2 u_{n+i}^{(i)}+u_{n+i+1}^{(i)}=4 u_{n+i}^{(i)}-z_{n+i}^{(i)}
$$

Thus we have

$$
\left(2 u_{n+i}^{(i)}-u_{n+i+1}^{(i)}\right)\left(2 u_{n+i}^{(i)}+u_{n+i+1}^{(i)}\right)=z_{n+i}^{(i)}\left(4 u_{n+i}^{(i)}-z_{n+i}^{(i)}\right)
$$

which becomes

$$
4\left(u_{n+i}^{(i)}\right)^{2}-\left(u_{n+i+1}^{(i)}\right)^{2}=z_{n+i}^{(i)}\left(4 u_{n+i}^{(i)}-z_{n+i}^{(i)}\right) .
$$

This can be rearranged as

$$
\left(u_{n+i+1}^{(i)}\right)^{2}=\left(z_{n+i}^{(i)}\right)^{2}+4 u_{n+i}^{(i)}\left(u_{n+i}^{(i)}-z_{n+i}^{(i)}\right)
$$

Multiply each side of this equation by $\left(z_{n+i}^{(i)}\right)^{2}$ and

$$
\left(z_{n+i}^{(i)} u_{n+i+1}^{(i)}\right)^{2}=\left(z_{n+i}^{(i)}\right)^{4}+4\left(z_{n+i}^{(i)}\right)^{2} u_{n+i}^{(i)}\left(u_{n+i}^{(i)}-z_{n+i}^{(i)}\right) .
$$

Add

$$
\left(2 u_{n+i}^{(i)}\left(u_{n+i}^{(i)}-z_{n+i}^{(i)}\right)^{2}\right.
$$

to each side to get

$$
\begin{equation*}
\left(z_{n+i}^{(i)} u_{n+i+1}^{(i)}\right)^{2}+\left(2 u_{n+i}^{(i)}\left(u_{n+i}^{(i)}-z_{n+i}^{(i)}\right)\right)^{2}=\left(\left(z_{n+i}^{(i)}\right)^{2}+2 u_{n+i}^{(i)}\left(u_{n+i}^{(i)}-z_{n+i}^{(i)}\right)^{2}\right. \tag{6.4}
\end{equation*}
$$

Equation (6.4) may be considered as an extension of (6.1) and a generalization of Horadam's Pythagorean theorem, since (6.4) reduces to (6.1) when $P_{i r}=7(r=1,2, \cdots, i)$ because $z_{n+i}^{(i)}=u_{n}^{(i)}$ then (from (6.3) above and Eq. 9 of [7]).

Thus we have shown how three properties of a fundamental recursive sequence of arbitrary order can be generalized by analyzing and recombining the zeros of the auxiliary equation so that the essential features of the properties are revealed.
It is worth noting that Marshall Hall [1] looked at the divisibility properties of a third-order sequence with auxiliary equation roots $a_{1}^{2}, a_{2}^{2}, a_{1} a_{2}$ formed from a second-order sequence with auxiliary equation roots $a_{1}$ and $a_{2}$.
Thanks are due to Professor A.F. Horadam of the University of New England, New South Wales, for his comments on a draft of this paper.
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## LETTER TO THE EDITOR

January 1, 1973
Dear Prof. Hoggatt:
HAPPY NEW YEAR. Here is a problem:
Let $p_{1}, p_{2}, \cdots, p_{s}$ be given primes and let $a_{1}<a_{2}<\cdots$ be the integers composed of the primes $p_{1}, p_{2}, \cdots p_{r}$. Put

$$
A_{k}=\left[a_{7}, a_{2}, \cdots, a_{k}\right]
$$

(least common multiple), then

$$
\sum_{k=1}^{\infty} \frac{1}{A_{k}}
$$

is irrational. (Conjecture) This is undoubtedly true, but I cannot prove it. All I can show is that

$$
\sum_{k=1}^{\prime} \frac{1}{A_{k}}
$$

is irrational, where in $\Sigma^{\prime}$ the summation is extended only over the distinct $A_{k}$ 's (i.e., if

$$
\left[a_{1}, \cdots, a_{k}\right]=\left[a_{1}, \cdots, a_{k+1}\right]
$$

then we count only one of the $\left.1 /\left(a_{1}, \cdots, a_{k}\right]\right)$.

