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AbSTRACT. Four infinite lower-triangular matrices, each of whose entries count lattice paths or random walks, are presented and denoted as $P, C_{0}, C$ and $M$ where $M$ is a Motzkin triangle, $C$ and $C_{0}$ are Catalan triangles, and $P$ is Pascal's triangle. By matrix multiplication, another infinite lower-triangular matrix denoted as $R$ is defined by $C_{0} \cdot R=M$. Then, the following results are proved about $R$ :

1) $M \cdot R=C$.
2) The entries in the left most column of $R$ count the number of $R N A$ secondary structures of length $n$ (from molecular biology).
3) A combinatorial interpretation of $R$ is given in terms of lattice paths.
4) There is a one-to-one correspondence between $R N A$ secondary structures and these lattice paths.
5) The first moments of $R$ are every other Fibonacci number.

Results related to the Narayana numbers and noncrossing partitions are also discussed.

## 1. Introduction

We consider four infinite lower-triangular matrices denoted as $C_{0}, M, C$ and $P$, where the first few terms of each triangle are listed below:

$$
\begin{array}{ll}
C_{0}=\left[\begin{array}{ccccccc}
1 & & & & & & \\
0 & 1 & & & & \\
1 & 0 & 1 & & & \\
0 & 2 & 0 & 1 & & \\
2 & 0 & 3 & 0 & 1 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right], \quad M=\left[\begin{array}{ccccccc}
1 & & & & \\
1 & 1 & & & \\
2 & 2 & 1 & & \\
4 & 5 & 3 & 1 & & \\
9 & 12 & 9 & 4 & 1 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right], \\
C=\left[\begin{array}{ccccccc}
1 & & & & & \\
2 & 1 & & & & \\
5 & 4 & 1 & & & \\
14 & 14 & 6 & 1 & & \\
42 & 48 & 27 & 8 & 1 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right], \quad \text { and } \quad P=\left[\begin{array}{ccccc}
1 & & & & \\
1 & 1 & & & \\
1 & 2 & 1 & & \\
1 & 3 & 3 & 1 & \\
1 & 4 & 6 & 4 & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\hline
\end{array}\right]
\end{array}
$$
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$P$ is the well known Pascal triangle. $M$ is called a Motzkin triangle since its left most column contains the Motzkin numbers, $m_{n}=\sum_{k \geq 0} \frac{1}{k+1}\binom{2 k}{k}\binom{n}{2 k}$. Similarly, $C_{0}$ and $C$ are called Catalan triangles since their left most columns contain the Catalan numbers, $c_{n}=$ $\frac{1}{n+1}\binom{2 n}{n}$. The entries of $C_{0}$ are sometimes referred to as the aerated Catalan numbers since zeros are between each number. These triangles often arise in combinatorial applications. For instance, the Motzkin triangle has interpretations as random walks [4], and as interval graphs [8]. The Catalan triangles have interpretations as ballot sequences [17], and as lattice paths (or walks) with various restrictions [6], [7]. Most of the interpretations mentioned in this paper are related to combinatorial objects called lattice paths. What we mean by a lattice path is a sequence of contiguous unit steps of length $n$ which traverse an integer lattice. The lattice paths are in the $(x, y)$ plane such that all paths begin at the origin, $(0,0)$, and never go below the $x$-axis. The length of each path is the number of unit-steps and the height corresponds to the $y$ value of the point $(x, y)$ at the end of the path. The symbols $N, S, E$ and $W$ denote unit-steps in the north, south, east and west directions, respectively. Thus, from the set of lattice paths, we have the following interpretation. The ( $n, k$ ) th entry of $C_{0}$ ( $M$ and $C$, respectively) is the number of unit-step NS (NSE and NSEW, respectively) lattice paths of length $n$ and height $k$.

Since $C_{0}$ is invertible, another infinite lower-triangular matrix $R$ can be defined by $C_{0} \cdot R=M$. The first few terms of $R$ and $\left(C_{0}\right)^{-1}$ are

$$
R=\left[\begin{array}{ccccccc}
1 & & & & & & \\
1 & 1 & & & & & \\
1 & 2 & 1 & & & & \\
2 & 3 & 3 & 1 & & & \\
4 & 6 & 6 & 4 & 1 & & \\
8 & 13 & 13 & 10 & 5 & 1 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right] \text {, and }\left(C_{0}\right)^{-1}=\left[\begin{array}{ccccccc}
1 & & & & & \\
0 & 1 & & & & & \\
-1 & 0 & 1 & & & \\
0 & -2 & 0 & 1 & & & \\
1 & 0 & -3 & 0 & 1 & & \\
0 & 3 & 0 & -4 & 0 & 1 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

$R$ can also be defined by $R=\left(C_{0}\right)^{-1} \cdot P \cdot C_{0}$ since $M=P \cdot C_{0}$. These relations and other matrix relations involving $R$ are defined in section 2. A surprising fact about $R$ is that the entries in the left most column, sequence $\{1,1,1,2,4,8,17, \ldots\}$, count ribonucleic acid (RNA) secondary structures of length $n$. As a result of the sequence, we summarize some of the combinatorial aspects of RNA secondary structures in section 3. Then, a lattice path interpretation of $R$ is defined in section 4. Given the interpretation, a one-to-one correspondence between RNA secondary structures and lattice paths is constructed in section 5. Then, the first moments of $R$ are computed and shown to be equal to the alternating Fibonacci numbers in section 6. We then conclude with applications of the Narayana numbers and noncrossing partitions in section 7 .

## 2. Matrix Relations

Relations involving all of the above triangles are defined in this section. An outline of a proof of the relations is mentioned. The invertibility of $C_{0}$ is also mentioned.

Multiplying by $R$, the matrix relations $M \cdot R=C$ and $C \cdot R=H$ are defined. In the latter relation, $H$ is another infinite lower-triangular matrix where the first few terms are

$$
H=\left[\begin{array}{cccccc}
1 & & & & & \\
3 & 1 & & & & \\
10 & 6 & 1 & & & \\
36 & 29 & 9 & 1 & & \\
137 & 132 & 57 & 12 & 1 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

The entries in the left most column, sequence $\{1,3,10,36,137,543, \ldots\}$, count edge rooted polyhexes with $n$ hexagons [9], [14]. These are graphs which are constructed by connecting $n$ hexagons with certain restrictions. However, to remain within the context of lattice paths, we define the $(n, k)$ th entry of $H$ as the number of unit-step NSEWF lattice paths of length $n$ and height $k$. The F denotes a forward unit-step. These lattice paths are 3 -dimensional and they correspond to integer points $(x, y, z)$ such that all paths begin at the origin, $(0,0,0)$, and never go below the $(x, y)$ plane. The $F$ steps are along the $y$-axis, and the height corresponds to the $z$ value of $(x, y, z)$ at the end of the path.

From all lattice path interpretations mentioned above and the associated matrix relations, we observe that right multiplication by $R$ takes NS paths to NSE paths, NSE paths to NSEW paths, and NSEW paths to NSEWF paths. These path relations are illustrated as $C_{0} \rightarrow M \rightarrow C \rightarrow H$ where the arrow means "goes to." In a combinatorial sense, $R$ acts as a matrix transformation which transforms a selected set of unit-step lattice paths of length $n$ and height $k$ from 1 -dimension to 2 -dimensions to 3 -dimensions. Likewise by left multiplication by $P$, the same transformation emerges since $P \cdot C_{0}=M, P \cdot M=C$, and $P \cdot C=H$. The following proposition arises as a result of the matrix relations.
2.1. Proposition. Given infinite lower-triangular matrices $C_{0}, C, M, P$ and $H$, the following matrix relations are satisfied:
(a) $\left(C_{0}\right)^{-1} \cdot P \cdot C_{0}=R$
(b) $C_{0} \cdot R=M=P \cdot C_{0}$
(c) $M \cdot R=C=P \cdot M$
(d) $C \cdot R=H=P \cdot C$

Since the matrices are infinite it may not be obvious that the proposition is true. One way to prove the proposition is to consider that all of the matrices mentioned above are Riordan. Riordan matrices are infinite lower-triangular matrices made up of columns of the form $g(x) \cdot[f(x)]^{i}$ where $g(x)=1+g_{1} x+g_{2} x^{2}+g_{3} x^{3}+\cdots$ corresponds to the left most column. For $i>0$, the expression $g(x) \cdot[f(x)]^{i}$ corresponds to the $i$ th column where $f(x)=1 x+f_{2} x^{2}+f_{3} x^{3}+f_{4} x^{4}+\cdots$. These columns are characterized as column generating functions (GFs) with integer coefficients $f_{i}$ and $g_{i}$, and l's along the main diagonal. A useful property of Riordan matrices is that they are invertible. Thus, the existence of $\left(C_{0}\right)^{-1}$ follows since $C_{0}$ is Riordan. Applying the Riordan matrix enumeration
we can prove that the column GF associated with the left most column of $H$ equals the GF associated with edge rooted polyhexes with $n$ hexagons.

In the next two sections, the notions that motivate the correspondence between lattice paths and RNA secondary structures are mentioned. The relevant combinatorial aspects of RNA secondary structures are summarized. and then a combinatorial interpretation of $R$ is given in terms of lattice paths.

## 3. RNA Secondary Structure

The single-stranded RNA molecule consists of a chain of base pairs derived from one of four bases (nucleotides): A (adenine), C (cytosine), $G$ (guanine), and $U$ (uracil) where $A$ bonds with $U$, and $G$ bonds with $C$. The linear sequence of such bases along the chain is defined as the primary structure. When an RNA molecule folds back on itself and forms new hydrogen bonds which form helical regions, the sequence is referred to as the secondary structure. As an example of secondary structure, we give the following RNA sequence $s$ denoted as

$$
s=C A G C A U C A C A U C C G C G G G G U A A A C G C U
$$

This sequence is referred to as a cloverleaf, in the biological literature, and is the secondary structure assumed by transfer RNA molecules. Two representations of $s$ appear below in Fig. 1. In the figure we ignore the $C, A, G$ and $U$ and focus on the secondary structure.


In Fig. 1(a) the base pairs are indicated by dashes. In Fig. 1(b), the primary structure is given along the horizontal axis and the base pairs are shown as arcs. The above example, description and figure comes from Schmitt and Waterman [16]. The enumeration of secondary structures was studied, from a graph theoretic point of view, by Waterman [25]. He gives a graph theoretic definition of secondary structure as a planar graph defined on a set of $n$ labeled points $\{1,2, \ldots, n\}$. Thus, if $s(n)$ denotes the total number of secondary structures defined on $n$ labeled points, then the associated recurrence relation is

$$
\begin{equation*}
s(n+1)=s(n)+\sum_{j=1}^{n-1} s(j-1) s(n-j) \tag{1}
\end{equation*}
$$

for $n \geq 2$, and $s(0)=s(1)=s(2)=1$. The first few values of $s(n)$ for $n=0,1, \ldots, 6$ are $1,1,1,2,4,8$, and 17 . Donaghey [3] notes that these numbers can also be computed by the following sum

$$
\sum_{k \geq 1} \frac{1}{(n-k)}\binom{n-k}{k}\binom{n-k}{k-1}
$$

We call these numbers the RNA numbers. It turns out that these numbers are the same numbers as the entries in the left most column of $R$. The generating function derived from the recurrence relation is

$$
\begin{equation*}
s(x)=\frac{\left(1-x+x^{2}\right)-\sqrt{\left(1+x+x^{2}\right)\left(1-3 x+x^{2}\right)}}{2 x^{2}} \tag{2}
\end{equation*}
$$

Proofs of the recurrence relation, and generating function can be found in [10], [14] and [25].

## 4. Lattice Path Interpretation

Recursions for $R$ are defined in this section by using the rule of formation of $R$. What we mean by rule of formation is a recursion which defines the way the entries of $R$ are formed or computed. From the recursions, a combinatorial argument is proved showing that the entries of $R$ denote the number of unit-step NSE* lattice paths of length $n$ and height $k$. These NSE* lattice paths are explicitly defined later in this section. Then, the GF associated with the left most column of $R$ is derived and shown to be equal to $s(x)$.

As examples of the way the elements of $R$ are formed, we observe that the second column entry 6 is computed from $2+3+1$, and the left most column entry 8 is computed from $4+3+1$. The following illustrations:

depict the rule of formation of the entries shown in the above examples. These patterns continue to form all of $R$. In general, the $(n, k)$ th entry of $R$ is formed or computed recursively by the following recursions. For $n \geq 0$ and $k \geq 1$

$$
\begin{equation*}
r(n+1, k)=r(n, k-1)+r(n, k)+r(n-1, k+1)+\cdots, \text { and } \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
r(n+1,0)=r(n .0)+r(n-1,1)+r(n-2,2)+\cdots \tag{4}
\end{equation*}
$$

where $r(0,0)=1$, and $r(n+1, k)=0$ if $k>n+1$. Recursion 4 is defined for the left most column of $R$, and the associated column GF is denoted as $r(x)$. Recursion 3 is defined for the rest of the columns of $R$, and the associated $k t h$ column GF is denoted as $r(x) \cdot[f(x)]^{k}$ for $k>0$. These associated GFs follow since $R$ is a Riordan matrix. The GFs $r(x)$ and $f(x)$ are derived later in this section.

The NSE* lattice paths are now defined. These paths are also 2-dimensional and they have the same path restrictions as the NSE paths, mentioned in section 1, except for the additional restriction that consecutive $N$ and $S$ steps are not allowed. That is, a NSE* lattice path is a unit-step NSE lattice path which does not have any consecutive pair of NS steps. We combinatorially interpret the recursions in terms of these paths by letting $r(n, k)$ denote the number of unit-step NSE* lattice paths of length $n$ and height $k$. Given the recursions and the interpretation, we can prove the following proposition.
4.1. Proposition. For $r(0,0)=1, n \geq 0$ and $k \geq 1, r(n+1, k)$ satisfy the following
cations: equations:

$$
\begin{aligned}
& \text { (a) } r(n+1, k)=\left\{\begin{array}{l}
r(n, k-1)+\sum_{j \geq 0} r(n-j, k+j) \\
0, \text { if } k>n+1
\end{array}\right. \\
& \text { (b) } r(n+1,0)=\sum_{j \geq 0} r(n-j, j)
\end{aligned}
$$

Proof. Suppose we have a unit-step NSE* lattice path of length $n$ and height $k$. Then, to form a new path of length $(n+1)$ and height $k$ consider the following cases. Case (i): if we have a path of length $n$ and height $k-1$, then on the last step there is 1 choice for height $k-1$ (the N step). In this case, all paths whose last step is N are counted by $r(n, k-1)$. Case (ii): if we have a path of length $n$ and height $k$, then on the last step there is also 1 choice for height $k$ (the E step). In this case, all paths whose last step is E are counted by $r(n, k)$. Case (iii): if we have a path of length $(n-1)$ and height $k+1$, then the last possible sequence of steps for height $k+1$ is ES (east, south). In this particular case, all paths whose last sequence of steps is ES are counted by $r(n-1, k+1)$. Case (iv): if we continue and have a path of length $(n-j)$ and height $k+j$, then the last possible sequence of steps for height $k+j$ is ES ${ }^{j}$ (east, south $j$-times). These sequences occur since there are no NS steps. Here, all paths whose last sequence of steps is ES ${ }^{j}$ are counted by $r(n-j, k+1)$. Combining all of the cases give all possible ways of forming a new $(n+1)$ st path of height $k$. Applying the addition principle, recursion $(\mathrm{a})$ is proved. Recursion (b) is proved by similar reasoning. $\square$

Thus, the combinatorial interpretation of $R$ is proved. Also by similar reasoning, we can prove the lattice path interpretations defined above for $H, C, M$ and $C_{0}$ [12].

Explicit GFs for $r(x)$ and $f(x)$ are now derived. Recall that $R$ is Riordan, so each column is of the form $r(x) \cdot[f(x)]^{k}$. By the rule of formation of $R$, the kth column GF is defined as

$$
r \cdot f^{k}=x\left(r f^{k-1}+r f^{k}+x r f^{k+1}+x^{2} r f^{k+2}+\cdots\right)
$$

Solving for $f$, we find $f=x+x f+x^{2} f^{2}+x^{3} f^{3}+\cdots$. Since the sum is a geometric series, we obtain $f=x f^{2}+x(1-x) f+x$. Now, solving $f$ in terms of $f(x)$ and simplifying we
obtain $f(x)=x \cdot s(x)$. Similarly, the left most column GF is defined as

$$
r=1+x\left(r+x r f+x^{2} r f^{2}+x^{3} r f^{3}+\cdots\right)
$$

Simplifying this equation, we find that $r$ expressed in terms of $r(x)$ is the same GF as equation 2, i.e., $r(x)=s(x)$. Thus, we have explicit GF representations for $r(x)$ and $f(x)$.

The GF $r(x)$ is associated with the unit-step NSE* lattice paths of length $n$ and height $k=0$. As a result of $k=0, r(x)$ corresponds to the paths that return to the $x$-axis. In general, as a consequence of deriving $r(x)$ and $f(x)=x \cdot r(x)$, we can define for $k \geq 0$ the GF $\frac{r(x)}{1-x \cdot r(x)}$ whose associated sequence is $\{1,2,4,9,21,50, \ldots\}$. These numbers are the values of the row sums of $R$ and they count the total number of unit-step NSE* lattice paths of length $n$ and height $k$ [12]. However, of all NSE* paths, we are only concerned with those paths that return to the $x$-axis.

## 5. RNA Correspondence with Lattice Paths

A one-to-one correspondence between NSE* lattice paths and RNA secondary structures is constructed in this section. Since $r(x)$ and $s(x)$ denote the same GF, the order of the set of unit-step NSE* lattice paths of length $n$ and height $k=0$ and the order of the set of RNA secondary structures of length $n$ are the same. So, the $n t h$ terms are such that $|s(n)|=|r(n, 0)|$. We can now state the correspondence theorem and the corresponding constructive proof.
5.1. Theorem. There is a one-to-one correspondence between the set of RNA secondary structures of length $n$ and the set of unit-step NSE* lattice paths of length $n$ and height $k=0$.

Proof. First, we show how the unit steps of a NSE* lattice path of length $n$ and height $k=0$ are assigned. To establish the required correspondence, let $s$ be a secondary structure of length $n$. Then, for a given $s$ list the RNA sequence as a sequence of integers increasing in order from left to right as a primary structure along a horizontal axis and denote base pairs (or bondings) as arcs. Now, consider whether an integer is paired or unpaired. If an integer (or base) $k$ is unpaired label the $k t h$ integer as an E step. Otherwise, if a base pairing of integers occurs where an integer $i$ represents a pairing with a larger integer $j$, then label the $i t h$ integer as an $N$ step and the $j$ th integer as an S step. Therefore, the correspondence is setup according to the rules $k \rightarrow E, i \rightarrow N$, and $j \rightarrow S$ where the arrow means "corresponds to." The definition of secondary structure ensures that the NSE* paths do not have any consecutive pair of NS steps since no two adjacent points (i.e., with labels $i$ and $i+1$ ) can be connected by an arc, and no two arcs may intersect. Also, the paths are of height zero since each $N$ step is paired with an $S$ step.

As an example of the correspondence consider the sequence $\varsigma=A C A G U U$ where A bonds with U and C bonds with G . The bondings are indicated by dashes in the following graph:


Now list $\varsigma$ as a sequence of integers along a horizontal axis as described above to obtain the following linear representation:


Applying the rules of the correspondence, the integers are assigned to the path steps as follows: $1 \longrightarrow \mathrm{~N}, 2 \longrightarrow \mathrm{~N}, 3 \longrightarrow \mathrm{E}, 4 \longrightarrow \mathrm{~S}, 5 \longrightarrow \mathrm{~S}$, and $6 \longrightarrow \mathrm{E}$. From the correspondence, we obtain the unit-step NSE* path NNESSE which has length 6 and height 0.

The correspondence is reversible. Thus, the correspondence is one-to-one and the theorem is proved.

## 6. First Moments

The first moments (weighted row sums) of $R$ are computed in this section. These moments can be used, in a combinatorial sense, to compute the average distance from the origin of all unit-step NSE* lattice paths of length $n$.

Multiplying $R$ on the right side by the column vector $V^{T}=\{1,2,3,4,5,6,7, \ldots\}^{T}$, we make the following observation:

$$
R \cdot \begin{array}{cccc}
1 \cdot 1 & & & =1 \\
1 \cdot 1 & +1 \cdot 2 & & \\
1 \cdot 1 & +2 \cdot 2+1 \cdot 3 & & \\
2 \cdot 1 & +3 \cdot 2 & +3 \cdot 3+1 \cdot 4 & \\
4 \cdot 1 & +6 \cdot 2+6 \cdot 3+4 \cdot 4+1 \cdot 5 & =21 \\
\vdots & \vdots & \vdots & \vdots
\end{array}
$$

Then, we conjecture that the first moments of $R$ are defined by

$$
R_{n}=F_{2 n-1}=\sum_{k=0}^{n} k \cdot r(n-1, k-1) \text { for } n \geq 1
$$

where $F_{2 n-1}$ denotes the alternating Fibonacci numbers $1,3,8,21,55, \ldots$ The conjecture can be proved using the Riordan matrix technique mentioned in section 2. The proof is outlined as follows. A Riordan matrix can be represented as a pair $[g(x), f(x)]$ where $g(x)$ and $f(x)$ are defined in section 2. A compositional functional $B(x)$ is obtained when a Riordan pair is multiplied on the right side by a GF denoted as $A(x)$. The GF $A(x)$ is associated with an appropriate column vector. Thus, $B(x)$ is defined as

$$
\begin{aligned}
B(x) & =[g(x), f(x)] * A(x) \\
& =g(x) \cdot A(f(x))
\end{aligned}
$$

where the symbol '* ' denotes Riordan matrix multiplication. The Riordan pair associated with $R$ is the pair $[r(x), x \cdot r(x)]$ where $r(x)$ is the GF defined by equation 2 of section
3. The GF associated with the column vector $V^{T}$ is defined by $v(x)=(1-x)^{-2}$. Then by Riordan multiplication, a compositional functional $F(x)$ is obtained and defined as

$$
\begin{array}{rlc}
F(x) & = & {[r(x), x \cdot r(x)] * v(x)} \\
& = & r(x) \cdot v(x \cdot r(x)) \\
& = & \frac{1}{1-3 x+x^{2}} .
\end{array}
$$

Therefore, $F(x)=\frac{1}{1-3 x+x^{2}}$ which is the GF for the alternating Fibonacci numbers [1], [5]. This proves the conjecture.

## 7. Other Applications

In the previous sections, we showed that the $R$ triangle has matrix properties that are of combinatorial interest, and an application related to the RNA numbers. In this section, we mention other appearances of the RNA numbers related to noncrossing partitions, and the Narayana numbers.

The Narayana numbers are also of combinatorial interest and are defined as $N(n, k)=$ $\frac{1}{n}\binom{n}{k}\binom{n}{k-1}$ for $n \geq 1$ and $k \geq 1$. These numbers can be put into infinite lower-triangular matrix form, denoted as $N$. The triangle $N$ is not Riordan, and the first few terms are

$$
N=\left[\begin{array}{cccccc}
1 & & & & & \\
1 & 1 & & & & \\
1 & 3 & 1 & & & \\
1 & 6 & 6 & 1 & & \\
1 & 10 & 20 & 10 & 1 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

It is known that the row sums of $N$ are the $n t h$ Catalan numbers $C_{n}$ [11]. A combinatorial interpretation of $N$ is that $N(n, k)$ counts the number of Dyck paths of length $2 n$ with $k$ peaks. A Dyck path is a path in the first quadrant, which begins at the origin, ends at $(2 n, 0)$, and consists of north-east and south-east steps. We note that the diagonal slices $1,1,1+1,1+3,1+6+1, \ldots$ of the $N$ triangle give the first few RNA numbers. This can be proved by using generating functions, where the bivariate GF associated with the Narayana numbers is noted by Stanley [23].

To find a combinatorial relation between the RNA numbers and noncrossing partitions consider the set $[n]:=\{1,2, \ldots, n\}$. A partition $\pi$ of $[n]$ is said to be noncrossing if $1 \leq a<b<c<d \leq n$ and if $B_{1}$ and $B_{2}$ are blocks of $\pi$ such that $a, c \in B_{1}$ and $b, d \in B_{2}$, then $B_{1}=B_{2}$. That is, given that the conditions are satisfied, $a, b, c$ and $d$ are all in the same block. As an example of a noncrossing partition of $[6]=\{1,2,3,4,5,6\}$ consider $\pi=15 / 24 / 3 / 6$ where the slashes separate the blocks. The linear representation of $\pi$ is illustrated above in section 5 , where successive elements in the same block are joined by arcs.

Following Simion and Ullman [20], a word $w$ of length $n-1$ over the alphabet $\{b, e, l, r\}$ can be associated with a noncrossing partition $\pi$. See the reference for detailed definitions of each letter in the alphabet. By eliminating the letter $r$ and the consecutive pair of letters $b$ and $e$ from any potential word, another word $w^{*}$ can be defined over the alphabet $\{b, e, l$,$\} . The word w^{*}$ can also be associated with a noncrossing partition $\pi$.

For example, noncrossing partition $\pi=15 / 24 / 3 / 6$ is associated with the word $w^{*}(\pi)=$ bbleel. A one-to-one correspondence can be constructed between the subset of noncrossing partitions associated with words $w^{*}$ and the set of NSE* lattice paths. The correspondence is setup according to the following rules where $b \rightarrow N, e \rightarrow S$, and $l \rightarrow E$. Thus, via NSE* lattice paths, a relation is established between noncrossing partitions and the RNA numbers.

Several appearances of the RNA numbers related to planar trees are in [3]. Other combinatorial applications and interpretations of the RNA numbers are discussed in [2], [12] and [24].
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