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#### Abstract

We derive several symmetric identities for Bernoulli and Euler polynomials which imply some known identities. Our proofs depend on the new technique developed in part I and some identities obtained in [European J. Combin. 24(2003), 709-718].


## 1. Introduction

Bernoulli polynomials $B_{n}(x)(n=0,1,2, \ldots)$ and Euler polynomials $E_{n}(x)(n=0,1,2, \ldots)$ are defined by power series

$$
\frac{z e^{x z}}{e^{z}-1}=\sum_{n=0}^{\infty} B_{n}(x) \frac{z^{n}}{n!} \quad \text { and } \quad \frac{2 e^{x z}}{e^{z}+1}=\sum_{n=0}^{\infty} E_{n}(x) \frac{z^{n}}{n!}
$$

Those $B_{n}=B_{n}(0)$ and $E_{n}=2^{n} E_{n}(1 / 2)$ are called Bernoulli numbers and Euler numbers respectively. Here are some well-known properties of Bernoulli and Euler polynomials (cf. [S1]):

$$
\begin{aligned}
& B_{n}(1-x)=(-1)^{n} B_{n}(x), B_{n}(x+y)=\sum_{k=0}^{n}\binom{n}{k} B_{k}(x) y^{n-k} \\
& E_{n}(1-x)=(-1)^{n} E_{n}(x), E_{n}(x+y)=\sum_{k=0}^{n}\binom{n}{k} E_{k}(x) y^{n-k}
\end{aligned}
$$

Also,

$$
\Delta\left(B_{n}(x)\right)=n x^{n-1} \text { and } \Delta^{*}\left(E_{n}(x)\right)=2 x^{n}
$$

[^0]where $\Delta(f(x))=f(x+1)-f(x)$ and $\Delta^{*}(f(x))=f(x+1)+f(x) .(\Delta$ is usually called the difference operator.) For $n \in \mathbb{Z}^{+}=\{1,2,3, \ldots\}$, we also have $B_{n}^{\prime}(x)=n B_{n-1}(x)$ and $E_{n}^{\prime}(x)=n E_{n-1}(x)$.

In 1979 C. F. Woodcock [W] discovered that $A_{m-1, n}=A_{n-1, m}$ for $m, n \in \mathbb{Z}^{+}$where

$$
A_{m, n}=\frac{1}{n} \sum_{k=1}^{n}\binom{n}{k}(-1)^{k} B_{m+k} B_{n-k}
$$

In 2003 the first author [S2] obtained the following result concerning Bernoulli and Euler polynomials.
Theorem 0 ([S2, Theorem 1.2]). Let $m, n \in \mathbb{N}=\{0,1,2, \ldots\}$ and $x+$ $y+z=1$. Then

$$
\begin{gathered}
(-1)^{m} \sum_{k=0}^{m}\binom{m}{k} x^{m-k} \frac{B_{n+k+1}(y)}{n+k+1}+(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} x^{n-k} \frac{B_{m+k+1}(z)}{m+k+1} \\
=\frac{(-x)^{m+n+1}}{(m+n+1)\binom{m+n}{n}}
\end{gathered}
$$

and

$$
(-1)^{m} \sum_{k=0}^{m}\binom{m}{k} x^{m-k} B_{n+k}(y)=(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} x^{n-k} B_{m+k}(z)
$$

Also, we can replace all the Bernoulli polynomials in the last two identities by corresponding Euler polynomials.

In part I ([PS]) we obtained polynomial versions of Miki's and Matiyasevich's curious identities for Bernoulli numbers, the new method developed there involves differences and derivatives of polynomials.

In this paper, by using the technique in part I, we will prove some identities (for Bernoulli and Euler polynomials) related to both Woodcock's result and Theorem 0.

Here is our central result in this paper.
Theorem 1. Let $m, n \in \mathbb{N}$ and $x+y+z=1$. Then

$$
\begin{align*}
& (-1)^{m} \sum_{k=0}^{m}\binom{m}{k} \frac{B_{m-k+1}(x)}{m-k+1} \cdot \frac{B_{n+k+1}(y)}{n+k+1} \\
& +(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} \frac{B_{n-k+1}(x)}{n-k+1} \cdot \frac{B_{m+k+1}(z)}{m+k+1}  \tag{1}\\
= & \frac{(-1)^{m+n+1}}{(m+n+1)\binom{m+n}{n}} \cdot \frac{B_{m+n+2}(x)}{m+n+2}-\frac{B_{m+1}(z)}{m+1} \cdot \frac{B_{n+1}(y)}{n+1} \\
& +\frac{(-1)^{m+1}}{m+1} \cdot \frac{B_{m+n+2}(y)}{m+n+2}+\frac{(-1)^{n+1}}{n+1} \cdot \frac{B_{m+n+2}(z)}{m+n+2} .
\end{align*}
$$

Also,

$$
\begin{align*}
& (-1)^{m} \sum_{k=0}^{m}\binom{m}{k} E_{m-k}(x) \frac{B_{n+k+1}(y)}{n+k+1} \\
& \quad+(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} E_{n-k}(x) \frac{B_{m+k+1}(z)}{m+k+1}  \tag{2}\\
& =\frac{(-1)^{m+n+1} E_{m+n+1}(x)}{(m+n+1)\binom{m+n}{n}}-\frac{E_{m}(z) E_{n}(y)}{2}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{(-1)^{m}}{2} \sum_{k=0}^{m}\binom{m}{k} E_{m-k}(x) \frac{E_{n+k+1}(y)}{n+k+1} \\
& -(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} \frac{B_{n-k+1}(x)}{n-k+1} \cdot \frac{E_{m+k+1}(z)}{m+k+1} \\
= & \frac{(-1)^{m+n}}{(m+n+1)\binom{m+n}{n}} \cdot \frac{B_{m+n+2}(x)}{m+n+2}+\frac{(-1)^{n}}{n+1} \cdot \frac{E_{m+n+2}(z)}{m+n+2}  \tag{3}\\
& -\frac{1}{n+1} \sum_{k=0}^{m} \frac{\binom{m}{k}}{\binom{n+k+1}{k}} E_{m-k}(z) \frac{B_{n+k+2}(y)}{n+k+2} .
\end{align*}
$$

Remark 1. Fix $y$ and replace $z$ in (1) by $1-x-y$. Then, by taking differences of both sides of (1) with respect to $x$, we can get the first identity in Theorem 0. Similarly, other identities in Theorem 0 are also implied by Theorem 1.

Clearly (1) has the following equivalent form:

$$
\begin{aligned}
& \frac{(-1)^{m}}{m+1} \sum_{k=0}^{m+1}\binom{m+1}{k} B_{m+1-k}(x) \frac{B_{n+1+k}(y)}{n+1+k} \\
& +\frac{(-1)^{n}}{n+1} \sum_{k=0}^{n+1}\binom{n+1}{k} B_{n+1-k}(x) \frac{B_{m+1+k}(z)}{m+1+k} \\
= & \frac{(-1)^{m+n+1} m!n!}{(m+n+2)!} B_{m+n+2}(x)-\frac{B_{m+1}(z)}{m+1} \cdot \frac{B_{n+1}(y)}{n+1} .
\end{aligned}
$$

So, if $m, n \in \mathbb{Z}^{+}$and $x+y+z=1$, then we have

$$
\begin{align*}
& \frac{(-1)^{m}}{m} \sum_{k=0}^{m}\binom{m}{k} B_{m-k}(x) \frac{B_{n+k}(y)}{n+k}+\frac{(-1)^{n}}{n} \sum_{k=0}^{n}\binom{n}{k} B_{n-k}(x) \frac{B_{m+k}(z)}{m+k} \\
& \quad=\frac{(-1)^{m+n}(m-1)!(n-1)!}{(m+n)!} B_{m+n}(x)+\frac{B_{m}(z)}{m} \cdot \frac{B_{n}(y)}{n}
\end{align*}
$$

Corollary 1. Let $x+y+z=1$. Given $m, n \in \mathbb{Z}^{+}$we have the following identities:

$$
\begin{align*}
& \frac{(-1)^{m}}{m} \sum_{k=0}^{m}\binom{m}{k} B_{m-k}(x) B_{n-1+k}(y)-\frac{B_{m}(z)}{m} B_{n-1}(y)  \tag{4}\\
= & \frac{(-1)^{n}}{n} \sum_{k=0}^{n}\binom{n}{k} B_{n-k}(x) B_{m-1+k}(z)-\frac{B_{n}(y)}{n} B_{m-1}(z), \\
& (-1)^{m} \sum_{k=0}^{m}\binom{m}{k} E_{m-k}(x) B_{n+k}(y)-\frac{m}{2} E_{m-1}(z) E_{n}(y) \\
= & (-1)^{n} \sum_{k=0}^{n}\binom{n}{k} E_{n-k}(x) B_{m+k}(z)-\frac{n}{2} E_{n-1}(z) E_{m}(y) \tag{5}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{(-1)^{m}}{2} \sum_{k=0}^{m}\binom{m}{k} E_{m-k}(x) E_{n-1+k}(y) \\
= & \frac{(-1)^{n}}{n} \sum_{k=0}^{n}\binom{n}{k} B_{n-k}(x) E_{m+k}(z)-\frac{B_{n}(y)}{n} E_{m}(z) . \tag{6}
\end{align*}
$$

Proof. Replacing $z$ in ( $1^{\prime}$ ) by $1-x-y$ and taking partial derivatives with respect to $y$, we then obtain (4) from (1'). Identity (5) can be easily deduced from (2) by taking partial derivatives with respect to $y$. Similarly, (6) follows from (3) with $n$ replaced by $n-1$.

Corollary 2. For $m, n \in \mathbb{Z}^{+}$we have

$$
\begin{equation*}
A_{m-1, n}(t)=A_{n-1, m}(t) \quad \text { and } \quad C_{m, n}(t)=C_{n, m}(t) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{m, n}(t)=\frac{1}{n} \sum_{k=0}^{n}\binom{n}{k}(-1)^{k} B_{m+k}(t) B_{n-k}(2 t)-B_{m}(t) \frac{B_{n}(t)}{n} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{m, n}(t)=\sum_{k=0}^{n}\binom{n}{k}(-1)^{k} B_{m+k}(t) E_{n-k}(2 t)-\frac{n}{2} E_{m}(t) E_{n-1}(t) \tag{9}
\end{equation*}
$$

Proof. Just apply (4) and (5) with $x=1-2 t$ and $y=z=t$.
Remark 2. The first equality in (7) is an extension of Woodcock's identity.

Corollary 3. If $m, n \in \mathbb{Z}^{+}$then

$$
\begin{align*}
& \frac{1}{m} \sum_{k=0}^{m}\binom{m}{k}(-1)^{k} \frac{\left(1-2^{n+k}\right) B_{n+k}}{n+k}\left(1-2^{m-k}\right) B_{m-k} \\
& =\frac{1}{n} \sum_{k=1}^{n}\binom{n}{k}(-1)^{k} \frac{\left(1-2^{m+k}\right) B_{m+k}}{m+k} B_{n-k} \tag{10}
\end{align*}
$$

Proof. For $l \in \mathbb{N}$ it is well known (cf. [S1]) that

$$
E_{l}(x)=\frac{2}{l+1}\left(B_{l+1}(x)-2^{l+1} B_{l+1}\left(\frac{x}{2}\right)\right)
$$

thus $(-1)^{l} E_{l}(1)=E_{l}(0)=2\left(1-2^{l+1}\right) B_{l+1} /(l+1)$. Applying (6) with $x=1$ and $y=z=0$ and replacing $m$ by $m-1$, we then obtain (10).
Corollary 4. For any $m, n \in \mathbb{Z}^{+}$we have

$$
\begin{align*}
& \sum_{k=0}^{m}\binom{m}{k} E_{m-k} E_{n-1+k}  \tag{11}\\
= & \frac{2^{m+1}}{n} \sum_{k=1}^{n}\binom{n}{k}\left(2^{n}-2^{k+1}\right) B_{n-k} \frac{\left(1-2^{m+k+1}\right) B_{m+k+1}}{m+k+1} .
\end{align*}
$$

Proof. Take $x=y=1 / 2$ and $z=0$ in (6), and note that $B_{n}(1 / 2)=$ $\left(2^{1-n}-1\right) B_{n}$ (cf. [S1]) and also $(-1)^{n} B_{n}=B_{n}$ unless $n=1$.

Theorem 1 will be proved in the next section. In the proof we use the technique developed in [PS] together with Theorem 0.

## 2. Proof of Theorem 1

To prove Theorem 1, we need two lemmas.
Lemma 1 ([PS, Lemma 2.1]). Let $P(x), Q(x) \in \mathbb{C}[x]$ where $\mathbb{C}$ is the field of complex numbers.
(i) We have

$$
\Delta(P(x) Q(x))=P(x+1) \Delta(Q(x))+\Delta(P(x)) Q(x)
$$

and

$$
\begin{aligned}
\Delta^{*}(P(x) Q(x)) & =\Delta(P(x)) Q(x+1)+P(x) \Delta^{*}(Q(x)) \\
& =P(x+1) \Delta^{*}(Q(x))-\Delta(P(x)) Q(x)
\end{aligned}
$$

(ii) If $\Delta(P(x))=\Delta(Q(x))$, then $P^{\prime}(x)=Q^{\prime}(x)$. If $\Delta^{*}(P(x))=$ $\Delta^{*}(Q(x))$, then $P(x)=Q(x)$.

Lemma 2. Let $a_{0}, a_{1}, \ldots$ be a sequence of complex numbers, and set

$$
A_{l}(t)=\sum_{k=0}^{l}\binom{l}{k}(-1)^{k} a_{k} t^{l-k}
$$

for $l=0,1,2, \ldots$ Then, for any $m, n \in \mathbb{N}$, we have

$$
\begin{aligned}
& \sum_{k=0}^{n}\binom{n}{k} \frac{x^{m+k+1}}{m+k+1} A_{n-k}(y)+(-1)^{m} \frac{A_{m+n+1}(y)}{(m+n+1)\binom{m+n}{n}} \\
& \quad=\sum_{k=0}^{m} \frac{\binom{m}{k}}{\binom{n+k}{k}}(-1)^{k} x^{m-k} \frac{A_{n+k+1}(x+y)}{n+k+1}
\end{aligned}
$$

Proof. By [S2], $A_{n+1}^{\prime}(t)=(n+1) A_{n}(t)$ and

$$
\sum_{k=0}^{n}\binom{n}{k} A_{n-k}(y) z^{k}=A_{n}(y+z)
$$

Therefore

$$
\begin{aligned}
& \sum_{k=0}^{n}\binom{n}{k} A_{n-k}(y) \frac{x^{m+k+1}}{m+k+1}=\sum_{k=0}^{n}\binom{n}{k} A_{n-k}(y) \int_{0}^{x} t^{m+k} \mathrm{~d} t \\
= & \int_{0}^{x} t^{m} \sum_{k=0}^{n}\binom{n}{k} A_{n-k}(y) t^{k} \mathrm{~d} t=\int_{0}^{x} t^{m} A_{n}(y+t) \mathrm{d} t \\
= & \left.t^{m} \frac{A_{n+1}(y+t)}{n+1}\right|_{t=0} ^{x}-\frac{m}{n+1} \int_{0}^{x} t^{m-1} A_{n+1}(y+t) \mathrm{d} t \\
= & \left.t^{m} \frac{A_{n+1}(y+t)}{n+1}\right|_{t=0} ^{x}-\left.\frac{m}{n+1} \cdot \frac{t^{m-1} A_{n+2}(y+t)}{n+2}\right|_{t=0} ^{x} \\
& +\frac{m}{n+1} \cdot \frac{m-1}{n+2} \int_{0}^{x} t^{m-2} A_{n+2}(y+t) \mathrm{d} t \\
= & \cdots=\left.\sum_{k=0}^{m}(-1)^{k} \frac{m(m-1) \cdots(m-k+1)}{(n+1) \cdots(n+k+1)} t^{m-k} A_{n+k+1}(y+t)\right|_{t=0} ^{x} \\
= & \sum_{k=0}^{m}(-1)^{k} \frac{\binom{m}{k}}{\binom{n+k}{k}} x^{m-k} \frac{A_{n+k+1}(x+y)}{n+k+1}-(-1)^{m} \frac{\binom{m}{m}}{\binom{n+m}{m}} \cdot \frac{A_{m+n+1}(y)}{m+n+1} .
\end{aligned}
$$

This proves the desired identity.
Proof of Theorem 1. We fix $y$ and view $z=1-x-y$ as a function in $x$.

Let $P_{m, n}(x)$ denote the left hand side of (1). Then, with the help of Lemma 1, $\Delta\left(P_{m, n}(x)\right)$ coincides with

$$
\begin{aligned}
& (-1)^{m} \sum_{k=0}^{m}\binom{m}{k} \Delta\left(\frac{B_{m-k+1}(x)}{m-k+1}\right) \frac{B_{n+k+1}(y)}{n+k+1} \\
& +(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} \Delta\left(\frac{B_{n-k+1}(x)}{n-k+1} \cdot \frac{B_{m+k+1}(z)}{m+k+1}\right) \\
= & (-1)^{m} \sum_{k=0}^{m}\binom{m}{k} x^{m-k} \frac{B_{n+k+1}(y)}{n+k+1}+(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} x^{n-k} \frac{B_{m+k+1}(z)}{m+k+1} \\
& +(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} \frac{B_{n-k+1}(x+1)}{n-k+1} \cdot \frac{B_{m+k+1}(z-1)-B_{m+k+1}(z)}{m+k+1} .
\end{aligned}
$$

In view of Theorem 0 and the above,

$$
\begin{aligned}
& \Delta\left(P_{m, n}(x)\right)-\frac{(-x)^{m+n+1}}{(m+n+1)\binom{m+n}{n}} \\
= & \frac{(-1)^{n+1}}{n+1} \sum_{k=0}^{n}\binom{n+1}{k} B_{n+1-k}(x+1)(z-1)^{m+k} \\
= & \frac{(-1)^{n+1}}{n+1}(z-1)^{m}\left(B_{n+1}(x+1+z-1)-(z-1)^{n+1}\right) \\
= & \frac{(z-1)^{m}}{n+1}\left((-1)^{n+1} B_{n+1}(1-y)-(1-z)^{n+1}\right) \\
= & (-1)^{m}(x+y)^{m} \frac{B_{n+1}(y)}{n+1}-\frac{(-1)^{m}}{n+1}(x+y)^{m+n+1} .
\end{aligned}
$$

Therefore $\Delta\left(P_{m, n}(x)\right)=\Delta\left(Q_{m, n}(x)\right)$, where

$$
\begin{aligned}
Q_{m, n}(x)= & \frac{(-1)^{m+n+1}}{(m+n+1)\binom{m+n}{n}} \cdot \frac{B_{m+n+2}(x)}{m+n+2} \\
& +(-1)^{m} \frac{B_{m+1}(x+y)}{m+1} \cdot \frac{B_{n+1}(y)}{n+1}-\frac{(-1)^{m}}{n+1} \cdot \frac{B_{m+n+2}(x+y)}{m+n+2} .
\end{aligned}
$$

By Lemma 1(ii) we must have $P_{m, n}^{\prime}(x)=Q_{m, n}^{\prime}(x)$.
It is easy to see that

$$
\begin{aligned}
Q_{m, n}^{\prime}(x)= & \frac{(-1)^{m+n+1}}{(m+n+1)\binom{m+n}{n}} B_{m+n+1}(x) \\
& +(-1)^{m} B_{m}(x+y) \frac{B_{n+1}(y)}{n+1}-\frac{(-1)^{m}}{n+1} B_{m+n+1}(x+y) \\
= & \frac{(-1)^{m+n+1} B_{m+n+1}(x)}{(m+n+1)\binom{m+n}{n}}+B_{m}(z) \frac{B_{n+1}(y)}{n+1}+\frac{(-1)^{n}}{n+1} B_{m+n+1}(z) .
\end{aligned}
$$

Also,

$$
\begin{aligned}
& (-1)^{n}\left(P_{m, n}^{\prime}(x)-(-1)^{m} \sum_{k=0}^{m}\binom{m}{k} B_{m-k}(x) \frac{B_{n+k+1}(y)}{n+k+1}\right) \\
= & \sum_{k=0}^{n}\binom{n}{k}\left(B_{n-k}(x) \frac{B_{m+k+1}(z)}{m+k+1}-\frac{B_{n-k+1}(x)}{n-k+1} B_{m+k}(z)\right) \\
= & \sum_{k=1}^{n}\binom{n}{k-1} B_{n-k+1}(x) \frac{B_{m+k}(z)}{m+k}+\frac{B_{m+n+1}(z)}{m+n+1} \\
& -\frac{B_{n+1}(x)}{n+1} B_{m}(z)-\sum_{k=1}^{n}\binom{n}{k} \frac{m+k}{n-k+1} B_{n-k+1}(x) \frac{B_{m+k}(z)}{m+k} \\
= & \frac{B_{m+n+1}(z)}{m+n+1}-\frac{B_{n+1}(x)}{n+1} B_{m}(z)-m \sum_{k=1}^{n}\binom{n}{k} \frac{B_{n-k+1}(x)}{n-k+1} \cdot \frac{B_{m+k}(z)}{m+k},
\end{aligned}
$$

where in the last step we note that $\binom{n}{k} \frac{k}{n-k+1}=\binom{n}{k-1}$ for $k=1,2, \ldots, n$. Observe that $P_{m+1, n}^{\prime}(x)$ coincides with

$$
\begin{aligned}
& (-1)^{m+1} \sum_{k=0}^{m+1}\binom{m+1}{k} B_{m-k+1}(x) \frac{B_{n+k+1}(y)}{n+k+1}+(-1)^{n} \frac{B_{m+n+2}(z)}{m+n+2} \\
& -(-1)^{n}(m+1) \sum_{k=0}^{n}\binom{n}{k} \frac{B_{n-k+1}(x)}{n-k+1} \cdot \frac{B_{m+k+1}(z)}{m+k+1} \\
= & -(m+1) P_{m, n}(x)+(-1)^{m+1} \frac{B_{m+n+2}(y)}{m+n+2}+(-1)^{n} \frac{B_{m+n+2}(z)}{m+n+2},
\end{aligned}
$$

On the other hand, $Q_{m+1, n}^{\prime}(x)$ equals

$$
\frac{(-1)^{m+n} B_{m+n+2}(x)}{(m+n+2)\binom{m+n+1}{n}}+\frac{B_{m+1}(z) B_{n+1}(y)+(-1)^{n} B_{m+n+2}(z)}{n+1} .
$$

Now it is clear that the equality $P_{m+1, n}^{\prime}(x)=Q_{m+1, n}^{\prime}(x)$ yields (1).
Next we come to prove (2). Let $L(x)$ denote the left hand side of (2). Then

$$
\begin{aligned}
\Delta^{*}(L(x))= & (-1)^{m} \sum_{k=0}^{m}\binom{m}{k} \Delta^{*}\left(E_{m-k}(x)\right) \frac{B_{n+k+1}(y)}{n+k+1} \\
& +(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} \Delta^{*}\left(E_{n-k}(x) \frac{B_{m+k+1}(z)}{m+k+1}\right) .
\end{aligned}
$$
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Applying Lemma 1 and the first identity in Theorem 0, we then obtain that

$$
\begin{aligned}
\Delta^{*}(L(x))= & (-1)^{m} \sum_{k=0}^{m}\binom{m}{k} 2 x^{m-k} \frac{B_{n+k+1}(y)}{n+k+1} \\
& +(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} 2 x^{n-k} \frac{B_{m+k+1}(z)}{m+k+1} \\
& +(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} E_{n-k}(x+1) \frac{B_{m+k+1}(z-1)-B_{m+k+1}(z)}{m+k+1} \\
= & \frac{2(-x)^{m+n+1}}{(m+n+1)\binom{m+n}{n}}-(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} E_{n-k}(x+1)(z-1)^{m+k} \\
= & \frac{2(-x)^{m+n+1}}{(m+n+1)\binom{m+n}{n}}-(-1)^{n}(z-1)^{m} E_{n}(x+1+z-1) \\
= & \frac{2(-x)^{m+n+1}}{(m+n+1)\left(^{m+n} \begin{array}{c}
n
\end{array}\right)}-(-1)^{m}(x+y)^{m} E_{n}(y) .
\end{aligned}
$$

Therefore

$$
\Delta^{*}(L(x))=\Delta^{*}\left(\frac{(-1)^{m+n+1} E_{m+n+1}(x)}{(m+n+1)\binom{m+n}{n}}-\frac{(-1)^{m}}{2} E_{m}(x+y) E_{n}(y)\right)
$$

In view of Lemma 1(ii), we have

$$
L(x)=\frac{(-1)^{m+n+1} E_{m+n+1}(x)}{(m+n+1)\binom{m+n}{n}}-\frac{(-1)^{m}}{2} E_{m}(x+y) E_{n}(y)
$$

which is equivalent to the desired (2).
Finally let us turn to prove (3). Let $f(x)$ denote the left hand side of (3). By Lemma 1,

$$
\begin{aligned}
\Delta^{*}(f(x))= & \frac{(-1)^{m}}{2} \sum_{k=0}^{m}\binom{m}{k} \Delta^{*}\left(E_{m-k}(x)\right) \frac{E_{n+k+1}(y)}{n+k+1} \\
& -(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} \Delta^{*}\left(\frac{B_{n-k+1}(x)}{n-k+1} \cdot \frac{E_{m+k+1}(z)}{m+k+1}\right) \\
= & (-1)^{m} \sum_{k=0}^{m}\binom{m}{k} x^{m-k} \frac{E_{n+k+1}(y)}{n+k+1} \\
& +(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} x^{n-k} \frac{E_{m+k+1}(z)}{m+k+1} \\
& -(-1)^{n} \sum_{k=0}^{n}\binom{n}{k} \frac{B_{n-k+1}(x+1)}{n-k+1} \cdot \frac{2(z-1)^{m+k+1}}{m+k+1} .
\end{aligned}
$$

In view of the first identity in Theorem 0 with Bernoulli polynomials replaced by corresponding Euler polynomials, we have

$$
\Delta^{*}(f(x))=\frac{(-x)^{m+n+1}}{(m+n+1)\binom{m+n}{n}}+\frac{(-1)^{n+1}}{n+1} 2 R
$$

where

$$
\begin{aligned}
R= & \sum_{k=0}^{n}\binom{n+1}{k} B_{n+1-k}(x+1) \frac{(z-1)^{m+k+1}}{m+k+1} \\
= & -\frac{(z-1)^{m+n+2}}{m+n+2}-(-1)^{m} \frac{B_{m+n+2}(x+1)}{(m+n+2)\binom{m+n+1}{n+1}} \\
& +\sum_{k=0}^{m} \frac{\binom{m}{k}}{\binom{n+1+k}{k}}(-1)^{k}(z-1)^{m-k} \frac{B_{n+k+2}(x+1+z-1)}{n+k+2}
\end{aligned}
$$

by applying Lemma 2 with $a_{k}=(-1)^{k} B_{k}$. Therefore

$$
\begin{aligned}
\Delta^{*}(f(x))= & -\sum_{k=0}^{m} \frac{\binom{m}{k}}{\binom{n+k+1}{k}} \cdot \frac{2(z-1)^{m-k}}{n+1} \cdot \frac{B_{n+k+2}(y)}{n+k+2} \\
& +\frac{(-1)^{m+n}}{(m+n+1)\binom{m+n}{n}}\left(\frac{2 B_{m+n+2}(x+1)}{m+n+2}-x^{m+n+1}\right) \\
& +\frac{(-1)^{n}}{n+1} \cdot \frac{2(z-1)^{m+n+2}}{m+n+2}
\end{aligned}
$$

Let $g(x)$ denote the right hand side of (3). Clearly $\Delta^{*}(g(x))$ also coincides with the right hand side of the last equality. Thus $\Delta^{*}(f(x))=\Delta^{*}(g(x))$ and hence $f(x)=g(x)$ as desired. We are done.
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