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Simple example: A different point of view on quick-sort?
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- It removes a few “old” edges from $H_k$
- It adds two “new” edges to build $H_{k+1}$
- It re-arranges the links of the conflict graph between the outer regions of the new edges and all the points in the conflict lists of the removed edges
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Because of the randomization, each of the $k$ points in $P_k$ may be the last added with equal probability $1/k$.

Let $p$ be this last added point.

Then, either $p$ is interior to $H_k$ (no related processing) or $p$ is a vertex of $H_k$ with incident edges $e'$ and $e''$.
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- ... the cost of re-arranging links at stage $k$ is $O(l' + l'')$, where $l'$, $l''$ are the sizes of the conflict lists of $e', e''$

- Then, the expected cost of the $k$-th stage is

$$
\sum_{p \in P_k} \frac{1}{k} O(l' + l'') = \frac{1}{k} \sum_{e \in H_k} 2 O(l) \leq \frac{2}{k} O(n)
$$

since the conflict lists contain $n - k \leq n$ points overall\(^1\)

- Notice that $2O(n)/k$ does not depend on the specific $P_k$, but the result would be the same for any $P_k \subset P$ of size $k$

\(^1\)actually $l' + l''$ may underestimate the costs at stage $k$, but $O(n)$ recovers anything lost
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- $2O(n)/k$ is the expected cost of the $k$-th stage
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Figure 3: The influence graph

2.2 The historical approach

In fact, the conflict graph can be replaced by another structure which, instead of storing the conflicts of non yet inserted objects, locates the regions in conflict with the new object. This approach yields semi-dynamic algorithms, objects are not known in advance but only when they are inserted. The basic idea of the influence graph [BDS+92] consists in remembering the history of the construction. When the insertion of a new object makes the conflicting regions disappear, they are not deleted but just marked inactive. The regions created are linked to existing regions in the influence graph in order to locate further conflicts. This idea of using the history appeared in computational geometry with the Delaunay tree [BT86, BT93] and was used in various other works for example [Tei93, Sei91, GKS92].

We now detail the case of sorting. The influence graph is in this case a binary tree whose nodes are intervals, the two sons of a node correspond to the splitting of that interval into two sub-intervals. When a new number \( x_k + 1 \) is inserted, it is located in the binary tree, the leaf containing it becomes an internal node, its interval \([x_i, x_j]\) is split into two new intervals. Thus for sorting, the influence graph is nothing else than an usual binary search tree (without balancing scheme). In fact, the comparisons done in the two algorithms are exactly the same. If \( x_i \) and \( x_j, i < j \) must be compared, they are compared during the insertion of \( x_i \) in the conflict graph and during the insertion of \( x_j \) in the influence graph. This likeness between the conflict and influence graphs is general, the conflict tests computed are the same, they are only delayed to achieve semi-dynamic algorithms.

2.3 Complexity

The algorithms above, as they are presented, are not randomized. They are incremental algorithms, updating a result (the set of regions without conflict) each time a new object is inserted. If a classical complexity analysis (in the worst case) is done, results are very bad, because the insertion of a new object may change a lot of things in the current result.

Now, we will randomize the algorithm, that is introduce some randomness,
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- No straightforward 3D generalization of Graham’s scan

- Divide-et-impera approach:
  Preparata & Hong (1977), \( O( n \log n ) \)

- Randomized incremental approach:
  E.g. see survey in Devillers (1996), \( O( n \log n ) \)
Fig. 4. Merging two convex hulls. Construction of $\mathcal{J}$.
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