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Abstract—The task of re-identifying a person that moves across cameras fields-of-view is a challenge to the community known as the person re-identification problem. State-of-the-art approaches are either based on direct modeling and matching of the human appearance or on machine learning-based techniques. In this work we introduce a novel approach that studies densely localized image dissimilarities in a low dimensional space and uses those to re-identify between persons in a supervised classification framework. To achieve the goal: i) we compute the localized image dissimilarity between a pair of images; ii) we learn the lower dimensional space of such localized image dissimilarities, known as the “local eigen-dissimilarities” (LEDs) space; iii) we train a binary classifier to discriminate between LEDs computed for a positive pair (images are for a same person) from the ones computed for a negative pair (images are for different persons). We show the competitive performance of our approach on two publicly available benchmark datasets.

Index Terms—Person re-identification, pairwise appearance modeling, eigen-representation

I. INTRODUCTION

Countless work have been proposed by the community to address the problem of tracking pedestrian (e.g. [1], [2], [3], [4], [5]) within a single camera field-of-view (FoV), i.e. intra-camera tracking. However, in a very large camera network, not all the areas can be covered by the deployed sensors [6], [7]. As a result of this, we have to deal with the person re-identification problem, formally defined as the task of assigning the same label to a person that moves across camera FoVs, i.e. inter-camera tracking with no temporal constraints. Such problem is very attractive as, for video surveillance applications, knowing whether a person is present in the monitored area at a precise time instant is of paramount importance. This is supported by the relevant recent works in [8], [9]

To address the challenging issues of the person re-identification problem, the community has devoted effort following three main approaches. Discriminative signature based methods have been the most widely used ones. In [10], an unsupervised approach to learn the most discriminating features was proposed. In [11], color distributions were investigated to identify the color-invariant intra-distribution structure. In [12], Biologically Inspired Features were used to compute the similarity between images. In [13], re-identification was performed by measuring similarity with a reference dataset in a Regularized Canonical Correlation Analysis (CCA) subspace.

Other approaches have addressed the re-identification problem by modeling the transformation of features between pairs of cameras. In [14], the Brightness Transfer Function (BTF) computed between the appearance features was used to match persons across camera pairs. An incremental learning framework to model linear color variations between cameras was proposed in [15]. In [16], the BTF was used to compensate the color difference between camera views. In [17], dissimilarities between multiple features extracted from image pairs were used to train a binary random forest classifier. In [18], image spaces of two camera views were split into different configurations according to the similarity of cross-view transforms. Then, the transformation of features was separately learned for each of the split spaces.

Finally, only recently, metric learning based algorithms have been introduced in the field of person re-identification. In [19], the re-identification problem was formulated as a local distance comparison problem. In [20], a metric based on equivalence constraints was learned. Such a metric was extended in [21] by adding a smooth regularizer. In [22], a relaxation of the positivity constraint of the Mahalanobis metric was introduced. Multiple metrics specific to different candidate sets were learned in a transfer learning set up in [23]. Similarly, in [24], different metrics were learned for different feature types. In [25], Principal Component Analysis (PCA) and Local Fisher Discriminant Analysis were applied in a metric learning framework.

Motivation and contribution: All of such methods try to capture the most discriminative characteristics of each person by means of local or global color, shape and texture features. While this has been shown to be an effective approach [10], extracting such features is a complex and computationally expensive process that makes them not suitable for real-time scenarios. We also believe that single image pixels carry more discriminative information than such complex features.

Comparing pixels at exactly the same location suffers due to the variability in a person’s pose and location. To deal with this issue, we group a set of neighboring pixels to have a coarse representation. Then, we build upon the idea that there exists a multi-modal transformation of the difference between such localized pixel groups. However, not all the localized groups may be useful to capture such multi-modal transformation. Therefore, the core contribution of this work is to capture the multi-modal transformation of the difference between groups of localized pixels that lie on a linear subspace that best captures the intrinsic dimensionality of those. Towards this objective, we compute the local dissimilarity between
images of the same person (positive pair) as well as the ones between images of different persons (negative pair) viewed in two cameras. Then, we show that the set composed of all the local dissimilarities lies in a linear subspace that can be learned using a Principal Component Analysis (PCA)-based algorithm. Finally, we use a supervised classification framework to discriminate between the positive and negative pairs in the linear subspace. The approach is evaluated using two benchmark datasets showing competitive results compared to the state-of-the-art.

II. METHODOLOGY

An overview of our approach is shown in Fig. 1. The key idea is to address the re-identification by discriminating between pair of images of the same person from those computed for images of different persons in the space of local eigen-dissimilarities (LED). Towards this objective, we first divide the image into a set of overlapping patches. Then, for each of these we compute the image dissimilarities and learn the space formed by all LEDs. Finally, we take the magnitudes of the LEDs along the new basis and use these as features in an offline binary classification framework.

A. Local Image Dissimilarities

To tackle the re-identification challenges, all state-of-the-art methods for person re-identification have explored different image representations by using appearance features [10]. However, in this process, part of the information in the original image may be lost. To address this, we consider the LED between two images as a feature for re-identification.

Let \( I_A \) and \( I_B \) be the images of two persons, \( A \) and \( B \), acquired by two disjoint cameras. For each image, we first take a set of dense patches \( \{ P_i(I) \in \mathbb{R}^{M \times N} \}_{i=1}^n \), where \( n \) is the total number of dense patches\(^1\). Then we compute their dissimilarities as

\[
d_i = |P_i(I_A) - P_i(I_B)|
\]

where \( d_i \in \mathbb{R}^{MN} \) and \( |\cdot| \) is the absolute value function.

If we separately consider the dissimilarity of each pixel in the two patches as in Eq.(1), even for patches with a relatively small spatial resolution, we end up with a very high dimensional feature space \(^2\). To avoid this, and to capture most of the discriminating power of the patch, we apply the expectation operator \( \mathbb{E} \) to each \( d_i \) (see Fig. 2) to get the local dissimilarity (LD) vector \( x = [x_1, x_2, \ldots, x_n]^{T} \) where \( x_i = \mathbb{E}(d_i) \) for all \( i = 1, \ldots, n \).

B. Unsupervised Learning of Eigen-Dissimilarities

The expectation operator applied on each dense patch enables us to (i) capture and reduce the high-dimensionality of the image dissimilarity, and (ii) smoothen the noise out. However, as we assume that no silhouette extraction has been performed, we are considering patches that belong to the background to compute the LD. Thus, it is not necessary to use every component of the LD vector to discriminate between the set of positive and negative pairs.

Most of the existing algorithms based on image dissimilarities (e.g. [22], [21]) assume that their representations lie in a linear subspace. To model such subspace, they generally adopt the standard PCA technique. However, applying PCA on the LD and retaining the largest eigenvalues is intuitively wrong. Consider a common scenario in which background clutter and occlusions are present [1]. A non-matching pixel between an image pair (i.e., a pixel belonging to the person in one view and on the background in the other view) have large variations in the LD due to the changing background. Likewise, a matching element between the two images (i.e., an element corresponding to the same part of the person) tends introduce small variations in the LD.

On the basis of all such considerations we exploit PCA as follows. Let \( X = [x_1, x_2, \ldots, x_m] \) be the matrix formed by \( m \) LEDs. Assume that each component in \( X \) has zero mean. Then, by applying PCA to \( X \) we end up with the matrix \( \hat{X} \in \mathbb{R}^{(n-k) \times m} \), where \( k \) denotes the number of principal components (i.e. those with largest eigen-values) that

\(^1\)In our current framework we use the same settings in [13], [22]. We sample \( N = 8 \) by \( M = 16 \) patches with 50\% overlap in both directions.

\(^2\)Let consider an image \( I \in \mathbb{R}^{256 \times 64} \) and let divide it into patches with \( M = 16 \) and \( N = 16 \) pixels with 50\% of overlapping between these. By computing the pixel-by-pixel difference for all the \( n = 105 \) patches we end up with a concatenated feature vector of 26880 dimensions.
are rejected. Each column vector $\hat{x}_i$ in $\hat{X}$ is now the vector of non-principal PCA coefficients, that is the LED vector.

C. Supervised Re-Identification

Let $L$ be the LED space composed by $L^+$, the set of all positive LEDs, i.e. the LEDs computed for pairs of images of the same person, and $L^-$, the set of all negative LEDs, i.e. the LEDs computed for pairs of images of different persons. We use a Support Vector Machine classifier with a Radial Basis Function kernel to learn a mapping from the LED space $L$ to the label space, $y = \{-1, +1\}$.

Let $m$ be the number of LED training examples and $\hat{x}_i$ for $i = 1, \cdots, m$, then, the objective of the SVM learning procedure in the dual form is defined as

$$\max_{\alpha} \left\{ \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{j,k} \alpha_i \alpha_j y_j y_k K(\hat{x}_j, \hat{x}_k, \sigma) \right\}$$

$$\text{s.t. } 0 \leq \alpha_i \leq C, i = 1, \cdots, m \land \sum_{i=1}^{m} \alpha_i y_i = 0$$

where $C$ is a regularization parameter, controlling the penalty for imperfect fit to training labels, and $K(\hat{x}_i, \hat{x}_j, \sigma)$ is the standard Radial Basis Function kernel with free parameter $\sigma$.

Let $\theta$ characterize the set of SVM parameters that maximizes the objective function in Eq. (2) and let $\hat{x}_i$ be the test LED computed using images of person $A$ and person $B$. Then, to tell whether $A$ and $B$ are the same person, we compute the posterior probability $P(y = 1|\hat{x}_i; \theta)$ using the commonly adopted Platt scaling.

The community poses the re-identification problem by assuming that two sets of persons images are available: the gallery set $G$ (for which labels are known) and the probe set $P$ (the set of persons we want to re-identify) [26]. This gives rise to two matching philosophies: i) single-shot, when only one image of a person is present in each set; ii) multiple-shot, when both $G$ and $P$ contain multiple images of a person.

To support both the single-shot and multiple-shot mechanisms [8] we do the following. Let $n_A$ be the number of images of person $A$ in one camera and $n_B$ be the number of images of person $B$ in a different camera. To get a final probability of $A$ and $B$ being the same person we take the average of all the $n_A \times n_B$ probabilities.

III. EXPERIMENTAL RESULTS

We evaluate the performance our method using two publicly available benchmark datasets: the CAVIAR4REID and the 3DPeS dataset. Each of the two dataset introduces particular challenges that make them a suitable choice for evaluating person re-identification methods. A description of each of those is given in the following.

We report our results as Cumulative Matching Characteristic (CMC) curve and the normalized Area Under Curve (nAUC) for both a single-shot and multiple-shot strategy. We define the number of images for each person as $N = n_A = n_B$.

In our current framework, the LDs are computed between the gallery set $G$ and the probe set $P$ of $G$. To get a final probability of $A$ and $B$ being the same person, we take the average of all the $n_A \times n_B$ probabilities.

A. CAVIAR4REID Dataset

The CAVIAR4REID dataset has 1220 images of 72 persons out of which 50 are acquired by two non-overlapping cameras. The images are of different sizes, varying from $39 \times 17$ to $144 \times 72$ with illumination and pose changes (see Fig. 3). For evaluation on this dataset, we followed the procedure described in [11], i.e., we only consider the 50 persons that are viewed by the two cameras. As other methods, we assume that all the 50 persons appear both in the training as well as in the test set, but we take disjoint image samples for the two phases. The whole procedure is repeated 10 times and the average performance are reported.

In Fig. 4 we compare the results of our method with those achieved by SDALF [27], AHPE [28], CI (comb) [11] and MRCG [29] considering both the single-shot ($N = 1$) and multiple-shot ($N \in \{3, 5\}$) scenarios. For the single shot scenario we achieve better performance to the methods. This is supported by the fact that our method has the best nAUC value (0.7146). Considering 2 more images to build the gallery set and the probe set significantly improves the results. In fact, for the multiple-shot scenario with $N = 3$, we outperform all other methods by reaching a correct recognition of about 58% at rank 10, while the same result is achieved at rank 14 and 15 for AHPE and CI (comb) respectively. For $N = 5$ we achieve a rank 1 correct recognition percentage of 17%. SDALF, AHPE, CI (comb) and MRCG achieve a correct recognition percentage of 9%, 9% 12%, and 10% for the same

4Available at http://www.lorisbazzani.info/code-datasets/caviar4reid/
5Available at http://www.openvisor.org/3dpes.asp
$g = R/(R + G + B), s = (R + G + B)/3$
Fig. 4. Comparison of the proposed algorithm to state-of-the-art methods for person re-identification on the CAVIAR4REID dataset. In 4(a) results are shown for the a single-shot while in 4(b) and 4(c) results are reported for two multiple-shot scenarios (with \(N = 3\) and \(N = 5\) respectively).

Fig. 5. A set of 15 randomly taken images pairs from the 3DPeS dataset.

TABLE I

<table>
<thead>
<tr>
<th>Rank Score</th>
<th>Proposed ((N=1))</th>
<th>Proposed ((N=3))</th>
<th>LF ([25])</th>
<th>KISSME ([20])</th>
<th>LMNN-R ([30])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>27.84</td>
<td>35.35</td>
<td>33.43</td>
<td>22.94</td>
<td>23.03</td>
</tr>
<tr>
<td></td>
<td>66.74</td>
<td>73.91</td>
<td>69.98</td>
<td>62.21</td>
<td>55.23</td>
</tr>
<tr>
<td></td>
<td>82.42</td>
<td>86.20</td>
<td>84.80</td>
<td>80.74</td>
<td>73.44</td>
</tr>
<tr>
<td></td>
<td>94.21</td>
<td>95.78</td>
<td>95.07</td>
<td>93.21</td>
<td>89.92</td>
</tr>
<tr>
<td></td>
<td>0.8755</td>
<td>0.8964</td>
<td>0.8870</td>
<td>0.8582</td>
<td>0.8191</td>
</tr>
<tr>
<td>nAUC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Feature Extraction/Modeling Time [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>12.37</td>
</tr>
<tr>
<td>RPML ([22])</td>
<td>920.03</td>
</tr>
<tr>
<td>KISSME ([20])</td>
<td>885.60</td>
</tr>
</tbody>
</table>

rank 1 respectively. In this case we are the only one having an nAUC value higher than 0.8.

B. 3DPeS Dataset

The 3DPeS dataset has been proposed in [31]. It contains different sequences of 191 people taken from a multi-camera distributed surveillance system. The pedestrians were detected multiple times with different viewpoints, at different time instants, in clear light and in shadow areas (see Fig. 5).

We evaluate our method using the protocol defined in [25]. We partitioned the dataset into a training set and a test set containing 95 persons each. However, in [25] it was not clear how many images per person were used to compute the reported results (i.e. the value of \(N\)). In light of this, we used both the single-shot and the multiple-shot modalities to report our results and compare those to LF \([25]\), KISSME \([20]\) and LMNN-R \([30]\). The results are reported in terms of CMC and nAUC values averaged over 10 different trials.

As shown in Table I, if we consider the single-shot scenario we achieve better performance than KISSME and LMNN-R, but not of LF. On the other hand, if we consider the multiple-shot scenario \((N = 3)\) we perform better than all such methods by reaching a rank 1 recognition rate of 35.35%. The same performance behavior is reflected on all the other 4 provided ranks. In particular, our method is the only one that has a recognition higher than 70% at rank 10. This shows that, while being simple, our method is able to handle hard re-identification cases and performing better than much more complex methods like LF.

C. Computational Performance

To show that our method can be used in real-time scenarios, we have conducted studies on the feature extraction process\(^7\). In Table II we report the computational time required to extract the LED features from a given image. These are compared to the feature extraction times required by [22], [20]. Results are averaged over the 1012 images in the 3DPeS dataset. Notice that, while LED are computed for an image pair, the other algorithms extract features from each single image separately. Hence, they require twice the reported times to model an image pair. Results demonstrate that our method significantly decreases the computational performance with respect to other state-of-the-art methods.

IV. Conclusion

In this work, we tackled the person re-identification problem by introducing a novel method that studies the nature of the localized error between images of the same person and images of two different persons. We have shown that the localized errors lie in the linear subspace of “local eigen-dissimilarities”. We have used the representation in the new subspace as a feature in a binary classification framework. Experimental results carried out on two benchmark datasets have shown the benefit of such representation. Overall, better performance than state-of-the-art has been achieved at lower computational effort.

\(^7\)Experiments have been carried out using a non-optimized MATLAB code running on an Intel i7, Windows x64, 16GB RAM machine.
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