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Abstract

Video-based surveillance systems may benefit from the
integration with microphone arrays for the localization
of sound events. Applying the sound localization tech-
niques to the surveillance of large areas requires address-
ing some open issues, such as the non uniform resolution
of the microphones-based localization systems. This paper
presents a new method for tracking moving sound events
based on an Hidden Markov Model (HMM), which ex-
ploits a priori information derived from medium and long-
term observations of the monitored area. The results ob-
tained with simulated trajectories show that the HMM-
based tracker is able to significantly reduce the localization
error. Applications can be found in surveillance systems for
large areas, such as square, streets, or parking lots, where it
is of interest the monitoring of moving vehicles and people.

1. Introduction

Video-based surveillance systems may benefit from the
integration with other types of sensors. In particular, audio
sensors can provide a major improvement because, unlike a
normal camera, they are omnidirectional and do not require
direct line-of-sight with the sound source. Such capabilities
can nicely complement vision in order to help to localize
interesting or dangerous events in the monitored area. Ex-
amples of integrated audio-video frameworks for the recog-
nition of the surrounding scene can be found in robotics
[16] [9] [6] and in the human computer interfaces field [12].
These systems are able to localize a sound source in a room
using microphone arrays. In such a context, the use of
signal processing techniques, generally based on Time De-
lay Of Arrival estimation (TDOA, i.e. the time delay with
which the waveform arrives to the different sensors of the
array) and delay-and-sum beamforming allow to operate at
short distance (e.g. few meters). Recently, microphone ar-
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rays have been tested for the localization of sound events
[15] [7] [3] with application to the surveillance of large ar-
eas. The use of the localization techniques to monitoring
large areas, such as squares or parks, introduces difficul-
ties not yet fully addressed. The localization error of sound
events by means of microphone arrays generally depends
on several factors: the distance and the angle of the sound
source with respect to the array, the shape of the array, its
size (i.e. number of microphones), the distance between the
microphones, the sampling frequency, the acoustic response
of the environment and the presence of competing sound
sources. The localization errors can be reduced using arrays
with a large aperture [13]. This approach, however, needs a
large number of microphones, thus requiring greater com-
putational resources and a larger space, not always avail-
able in a real scenario, to install the array.Another approach
involves the use of algorithms based on the Kalman fil-
ter [8] or particle filter [11] for the tracking of moving sound
events. In general, these algorithms exploit a priori informa-
tion given by the previous positions of the event in motion.

This paper presents a new system for tracking sound
events based on an Hidden Markov Model (HMM), which
exploits a priori information derived from medium and
long-term observations of the monitored area. This ap-
proach can be adopted in all those contexts where the events
of interest do not move randomly, but rather follow more
or less stable paths. Some examples are squares, streets,
or parking lots, where vehicles and people go preferably
through some paths rather than others. The HMM-based
algorithm aims to reduce the tracking error of the sound
events especially in areas where the resolution of the mi-
crophone array is low. At the same time, this system al-
lows to adapt the resolution of the audio and video sensors,
yielding to an easier integration between these kind of sen-
sors in a single surveillance system. Let be the Map of the
monitored area divided into N rows and M columns, which
define NxM equally spaced cells (see Section 3), and these
values can be chosen so that the obtained grid corresponds
to the resolution of the video analysis subsystem. It can be
noted that this approach can be seen as a particular case of
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Cartesian Hidden Markov Model, defined in [17].
Hidden Markov Models have already been used for the

tracking of sound parameters (e.g. [14], [4]), but their appli-
cation to localize sound sources has not yet been explored.
Other related works, that however do not concern sound as-
pects, are [1], [2], [5].

The assumption behind our system is that in a real space,
such as a square or a street, people and objects move ac-
cording to certain preferred trajectories which can be de-
scribed by a Markov process. Observing these trajectories,
it is possible to estimate the probability with which an ob-
ject moves from one cell to the adjacent ones, thus obtaining
the transition probabilities of the HMM. Out of all the possi-
ble sources of error in localizing a sound event by means of
microphone arrays, we will consider only the spatial sam-
pling effect, resulting from the sampling over time of the
audio signal. Indeed, it can become the predominant source
of error in the monitoring of large and low reverberating ar-
eas. The presented approach, however, remains valid even
in the presence of other sources of error.

Another requirement is the continuity of the sound
source. While this condition can be considered reasonably
satisfied in the case of motor vehicles, some problems may
be represented by moving people who talk. In this case the
sound source is characterized by more or less short silences,
separating syllables and words. Our approach remain appli-
cable if the duration of this silence is negligible compared to
the transit time within a cell (a condition usually occurred in
the case of walking people). If pauses are longer, however,
the movement can be segmented into multiple continuous
trajectories, applying the HMM-based tracker to each seg-
ment individually.

The rest of the paper is organized as follows. In Sec-
tion 2 we will detail the problem of spatial sampling in the
case of uniform linear array, giving some equations to de-
scribe the spatial resolution. In Section 3 we will present an
implementation of the tracking system based on HMM. The
results of the system evaluation, carried out with simulated
trajectories, will be showed in Section 4.

2. Spatial resolution of a ULA
Consider for convenience a uniform linear array (ULA)

in a reference system (x, y, z) in which the xy plane is the
plane where the sound sources lie, the center of the array
is located at the coordinates (0, 0, h) where h > 0 is the
distance between the array and the plane of interest, and the
axis of the array has the same direction of the axis x. As-
sume that the array has been designed to capture the acous-
tic waves coming from ahead only (the microphone cap-
sules point in that direction), i.e the array works in the half-
space y > 0. By convention, α is the angle between the
direction of arrival of the sound and the perpendicular to
the array axis, defined between−90o (equivalent to a sound

that comes from extreme left) to +90o (corresponding to a
sound coming from the far right). In this reference system,
the Time Difference Of Arrival (TDOA) denotes a conical
surface (see Figure 1) represented by the parametric equa-
tion:  x = t

y = sink · cotα · t
z = cosk · cotα · t+ h

(1)

where α = arcsin(TDOA · c/d) (far field condition), c is
the sound propagation velocity, d is the distance between
the microphones of the array, k ∈ [0, π] is the independent
parameter of the equation, t ∈ R+ if α > 0 and t ∈ R− if
α < 0. For α = 0 the cone degenerates into the half-plane
{x = 0, y > 0}. The condition that the sound sources lie
on the plane z = 0 is equivalent to put cosk·cotα·t+h = 0,
which gives

sin k =

√
1− h2

cot2 α · t2
(2)

with cotα 6= 0 and 1 − h2/(cot2α · t2) > 0, from which
it follows the condition t ≥ h/ cotα if α > 0 and t ≤
h/ cotα if α < 0. Substituting Eq. 2 in Eq. 1 we obtain

cot2α · x2 − y2 − h2 = 0 (3)

that is the equation of a hyperbola (Figure 1). Therefore, if
the array measures a certain value of TDOA, it means that
the sound source is located in one of the points described
by the Eq. 3. The strategy we used to estimate the two-
dimensional coordinates of the source is to use a second
array, placed in a different location than the first. The source
location will be determined by the intersection between the
hyperbolas detected by the two arrays. Solving the equation
system between the two hyperbolas, respectively related to
the left and right array, we obtain the sound source position

x = da
2 ·

tg(αdx)+tg(αsx)
tg(αdx)−tg(αsx)

y =

√
d2a ·

(
tg(αdx)·tg(αsx)
tg(αdx)−tg(αsx)

)2
− h2

(4)

where αsx and αdx are the DOAs estimated respectively by
the left and right array, da is the distance between the two
arrays.

Due to the sampling over time of the audio signal, the
TDOA can only assume values that are integer multiples of
the sampling period. It follows that αsx and αdx assume
discrete values and the space of the solutions of the system
given by the Eq. 4 is a discrete set of points (see Fig. 2 for
a graphical representation of this set).



Figure 1. Conical surface corresponding to a given TDOA and its
intersection with the plane z=0

3. HMM-based tracking
3.1. Model definition

Given a sound source placed at cell coordinates (i, j),
we can estimate its position calculating the TDOA among
the microphones and solving the equation Eq. 4. In general,
the estimated position (k, l) will be different from the actual
one (i, j). We define the function

m : (i, j)→ (k, l) (5)

that maps the actual position into the estimated position,
where i, j, k, and l are integer numbers, i, k = 1, . . . ,M
and j, l = 1, . . . , N . We define an HMM with MxN states,
denoted as S(i,j), each one associated to a cell of the mon-
itored plane, and observations, denoted as ν(k,l), associated
to the elements of the set

O = {(k, l) |m(i, j) = (k, l)∀i = 1, . . . ,M, j = 1, . . . , N } .
(6)

that contains all the positions estimated by the microphone
arrays.

We denote the transition probabilities as

a(i,j)(m,n) = P [qt = S(m,n)

∣∣qt−1 = S(i,j) ] (7)

and the emission probabilities as

b(i,j)(k, l) = P [ν(k,l) at t
∣∣qt = S(i,j) ] (8)

where t = 1, 2, . . . are the time instants associated with the
state changes and qt is the actual state at time t.

In order to test the tracking system based on HMM,
a rectangular area of size 80x60 meters, representing the
space on which the events of interest lie, has been simu-
lated in MATLAB environment. The area is divided in 3072
cells, uniformly spaced along 64 rows and 48 columns.
Two ULAs are placed at cell coordinates (1,9) and (1,18),
that corresponds to a distance between the arrays of about
11.3m, at a height from the plane of interest h = 12m. The
distance between the microphones of each array has been
set at d = 0.25m and the sampling frequency has been set
at 48000Hz. Given these parameters, the cells observable
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Figure 2. Cells observable by the microphone arrays.

by the audio arrays (i.e. the space of solutions of the Eq. 3
for the two arrays) are shown in the Figure 2; they represent
the possible observations of the HMM.

The transition probabilities among the 3072 hidden
states of the HMM are calculated by comparing a set of
known trajectories. For this purpose, a procedure was im-
plemented for the generation of stochastic trajectories.

3.2. Trajectory generator

The trajectory generator has been constructed starting
from an activity map [10] c(i,j) → [0,1], i.e. a function
that associates to each cell at the i − th row and j − th
column the probability that an event of interest is in that
position. Figure 4 shows an example of activity map: the
red cells represent the locations where the presence of an
event of interest is more probable. From the activity map,
we define four Markov models for the generation of four
types of trajectories, named up-down (U-D), down-up (D-
U), left-right (L-R), right-left (R-L). Regarding the first type
(U-D), the initial state of the Markov model is randomly
chosen among the cells in the upper end of the Map, fol-
lowing the probability distribution defined by the activity
map: c(48, j), where j = 1, ..., 64. The probability of tran-
sition to the other cells are all null except the three neighbor
cells along the upper-down direction (see Fig. 3). These
transition probabilities are calculated by the equation

ϕ(xi,j , xi−1,j−1) = c(i− 1, j − 1)/k
ϕ(xi,j , xi−1,j) = c(i− 1, j)/k

ϕ(xi,j , xi−1,j+1) = c(i− 1, j + 1)/k
(9)

where k = c(i− 1, j − 1) + c(i− 1, j) + c(i− 1, j + 1).
The other models are defined in a similar manner, start-

ing from the left, right and bottom end of the Map. The tra-
jectory generator is capable of generating a rich variety of
trajectories (in all the four directions). For each point of the
trajectories, the equations of Section 2 are used to calculate



Figure 3. Transition probabilities of the U-D Markov model.
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Figure 4. Activity map used to train the HMM.
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Figure 5. A trajectory R-L generated by means of the Markov
model. Points are the real trajectory and stars represent the cor-
responding positions estimated by the microphone arrays.

the corresponding position estimated by the microphone ar-
rays.

Figure 5 shows an example of trajectory directed from
right to left, generated by the Markov model: the blue dots
represent the actual location of the event, while the red as-
terisks are the corresponding positions estimated by the ar-
rays. Note that the localization error depends on the posi-
tion of the event, following the distribution in Figure 2.

A number of trajectories have been generated by the
model and used to compute the transition probabilities be-
tween the states of the HMM. At the same time, the emis-
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Figure 6. Some examples of trajectory computed by the HMM.
Points are the testing trajectory, stars represent the corresponding
positions estimated by the microphone arrays without the HMM
tracker, circle are the positions estimated using the HMM tracker.

sion probabilities have been computed by taking into ac-
count the positions estimated by the microphone arrays.
The training was repeated six times, with a number of dif-
ferent trajectories: 250, 500, 1000, 2000, 4000, and 8000.
After the training phase, other 400 trajectories (100 for each
directions) have been generated in order to form the test set
to evaluate the performance of the tracking system.

4. Results

After the training phase, the HMM receives as input a
sequence of positions estimated by the arrays and generates
as output the more likely sequence of visited cells, given
those observations. Figure 6 shows four trajectories of test
(represented by the blue dots), the positions estimated by
the microphone arrays (red asterisks), and the trajectories
estimated by the HMM (green circles). It can be noted that,
apart from some exceptions, the tracking system follows the
unknown trajectory with good approximation even in areas
where the location resolution of the array is low.

For a quantitative assessment of the performance, the de-
viation between the actual position (i, j) and the estimated
one (̃i, j̃) has been calculated for each step t of the trajec-
tory. The sum of this deviations provides a measure of the
capability to follow the actual trajectory:

err =

N∑
t=1

√
(i(t)− ĩ(t))2 + (j(t)− j̃(t))2 (10)

Table 1 summarizes the performance by varying the size
of the training set (from 250 to 8000 trajectories). Statistics
have been computed on the 100 test trajectories; the outperf
column shows the percentage of test trajectories where the



training outperf min max mean dev minHMM maxHMM meanHMM devHMM
250 57.8 4.5 22.1 9.4 4.3 1.0 28.7 9.0 7.1
500 56.8 4.5 23.3 9.4 4.7 0.2 25.6 8.5 6.7

1000 67.3 4.6 22.8 9.8 4.5 0.3 21.9 6.8 5.7
2000 71.0 4.7 20.5 9.1 4.2 0.2 19.3 5.6 4.4
4000 80.3 4.4 21.1 9.6 4.5 0.3 17.1 4.7 4.0
8000 76.5 4.7 21.1 9.2 4.4 0.2 18.3 4.5 3.7

Table 1. Results depending on the size of the test set.

direction outperf min max mean dev minHMM maxHMM meanHMM devHMM
U-D 94 1.1 23.5 7.5 7.3 0.0 17.1 3.3 4.5
D-U 97 9.1 13.3 10.7 0.9 0.3 15.3 1.7 3.0
L-R 74 3.7 15.1 8.3 2.1 0.3 21.1 6.2 4.6
R-L 56 3.8 32.6 11.8 7.6 0.4 14.9 7.7 3.8

Table 2. Results depending on the trajectory type: upper-down,
down-up, left-right, and right-left.

HMM has outperformed the array-only system (i.e., the sys-
tem without the HMM-based tracker). Overall, the system
with HMM has better behavior in up to 80% of the trajec-
tories. In particular, the minimum error (in the case of the
most favorable trajectory) goes from 4.5 cells (array-only
approach) to 0 (with HMM). This means that, unlike the
array-only system, the HMM is able to follow the unknown
trajectory without error. On average, the error goes from
about 21 cells (array-only) to 4.5 cells (with HMM). As for
the size of the training set, we see a significant performance
increase from 250 to 4000 trajectories, while from 4000 to
8000 trajectories the performance difference is minimal.

Table 2 shows the performance achieved with a training
set of 4000 trajectories, by varying the trajectory direction.
While an excellent performance is achieved with the U-D
and D-U trajectories (outperf > 94%), in the case of R-L
trajectories the results of the HMM are worst, though still
better than the array-only system.

This disparity may depend on the different properties of
the trajectories generated by the Markov model described in
Section 3. In fact, Figure 7 shows that the trajectories gen-
erated by the U-D model (on the left) follow more defined
paths than those generated by the R-L model (on the right),
where the trajectories are distributed more uniformly across
the Map. Therefore, if the sound source moves along a tra-
jectory that does not follow a pre-defined path, the tracker
can make mistakes as in the case showed on the lower left
panel of Figure 6. This result confirms that, as expected,
the performance of HMM-based tracking system depends
on the predictability of the trajectories; the system is there-
fore suitable for all those context where the movement of
the interesting events follows stable paths.

Table 3 resumes the average results of the evaluation test.
For comparison, we add the performances of a Kalman-
based tracker (see [8] for more details), that receives as in-
put the positions estimated by the microphone arrays. It can
be noted that the HMM-based tracker outperforms the other
approaches in the 79% of the test trajectories.
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Figure 7. The 100 test trajectories: U-D direction on the left, R-L
direction on the right.

outperf min max mean std
array-only 0 1.1 32.6 9.6 4.5
Kalman 21 0.7 28.3 6.1 4.1
HMM 79 0 21.1 4.7 4

Table 3. Average results of the HMM-based tracker compared with
an array-only approach and a Kalman-based tracker.

5. Conclusions
An HMM-based tracker for the localization of sound

sources was presented. The results of the validation test
show that the tracker is able to reduce the localization error
when the movement of the events of interest can be statisti-
cally modeled after mid- and long-term observations. This
makes possible to apply the HMM-based tracker to surveil-
lance systems for large areas such as squares or streets,
where people and vehicles are used to move along prefer-
ential paths.
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