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To Stephanie

Do you see aman wise in hisown eyes?
Thereismore hope for afool than for him.
Proverbs 26:12

For the LORD gives wisdom,
and from His mouth come
knowledge and understanding.
Proverbs 2:6
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L earning about Control of Legged Locomotion using a
Hexapod Robot with Compliant Pneumatic Actuators

Abstract

by

GABRIEL MARTIN NELSON

Thisthesis describes efforts to get a biologically-inspired hexapod robot, Robot 3,
towalk. Robot 3 isapneumatically actuated robot that is a scaled-up model of the
Blaberus discoidalis cockroach. It usesthree-way solenoid valves, driven with Pulse-
Width-Modulation, and off-the-shelf pneumatic cylinders to actuate its 24 degrees of
freedom. Single-turn potentiometers and strain gage load cells provide joint angle
sensing and three axis foot force sensing respectively.

Robot 3 has two complementary controllersthat are well developed. The posture
control allows the robot to stabilize its standing posture, even when subjected to sizable
disturbances, voluntarily shift and rotate its body around while standing, and lift a pay-
load equal to its own weight. Thelocal control performs position control of single joints,
with local and higher-level feedback. It addresses the redundant inverse kinematics of
the robot’ s legs by appealing to a minimum actuator strain energy paradigm. Thisallows
the robot, while suspended, to move its legs smoothly in an animal-like manner through a
coordinated gait. Implementation details for both controllers are described. Future Work

discusses possible ways to improve the walking performance of the robot.
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Chapter 1

| ntroduction

The following paragraphs describe a conversation that has occurred many times.
The questions and answers of the conversation form a clear and logical outline for this
thesis.

What isthisthesis about? Thisthesisisabout trying to get abiologically inspired
legged robot, called Robot 3, to walk. Robot 3 was built as part of the ongoing Bio-
Robotics program at Case Western Reserve University. This program seeks not only to
build agile legged robots that can perform missions in natural environments, but to
construct both a knowledge base about how animals might locomote, and bridges
between the science of movement physiology and engineering.

What does “biologically inspired” mean? The biological inspiration approach
used with Robot 3 comes from a“biology-as-default” strategy [1]. Under this strategy,
biological inspiration means that the animal system (in this case the cockroach) provides
the default design for the robot, unless there are good engineering reasons to the contrary.
In thisway, this research intends to benefit from unanticipated, yet inherently useful
designs already built into the structure of the animal. This benefit isbilateral — it
advances both robotics and biology, specifically biological studiesin the control of
animal locomotion. Asan example of this strategy, consider that for any robot with feet

that can be treated as point contacts with the ground, only two segment, three degree-of-



freedom legs are needed to maintain full six degree-of-freedom (DOFY) body motion?.
Thus any such robot with more complex legs (more joints) is necessarily redundant.
From a practical engineering point of view, weight and complexity issues may suggest
the simpler legs. But since animals often have these redundancies, the “ biology-as-
default” approach starts from the more complex leg design and progressively (and
intelligently) simplifies the design to the nearest point of engineering feasibility. Now
the biologically inspired robot represents literal common ground between the roboticist
and the biologist, and because of its design, piquesthe interest of both fields. Thisisthe

research ideal that the BioRobotics lab is pursuing.

1.1 Robot 3

What is Robot 3?7 Robot 3 is ahexapod robot closely modeled after the Blaberus
cockroach (see Figure 1). It has an overall body length of 30 inches, whichis 17 times
larger than the animal. The total weight of the robot is 30 pounds. Kinematically, Robot
3 accurately models awalking and running cockroach. Each rear leg has three DOF,
each middle leg four DOF, and each front leg five DOF (please see[2] for details of the
biomimetic mechanics of Robot 3). These 24 DOF are actuated using 36 off-the-shelf,

double acting pneumatic cylinders. Each joint uses apair of three-way solenoid valves

! Throughout this thesis, the abbreviation “DOF” will refer to either “degree-of-freedom” or “ degrees-of -
freedom”, depending on the context.

21n 3D, # of DOF = 6 * (# of bodies) — (# of constraints), treating each ground contact as three constraints.
Excepting singularities, to get full six DOF body motion, the three DOF leg must not be redundant (i.e. in
stance, the leg is not capable of “ self motion”, motion independent of body motion).



Figure 1: Robot 3. Robot 3 isa 17-to-1 robot-to-cockroach scale model of Blaberus
discoidalis (shown at right). It is approximately 30 inches long and weighs about 30
pounds. It has 24 joints, each independently actuated with one or more double acting
pneumatic cylinders. Single-turn potentiometers and half-bridge strain gage load cells
provide joint angle sensing and three-axis |oad sensing at each foot, respectively.

driven with pulse-width-modulation (PWM). This amounts to 48 basic control inputsto
the robot.

What isPWM? PWM isone of many methods that transforms a graded signal
into astrictly binary signal (either ON or OFF). It accomplishesthis by dividing time
into equal intervals each called a“PWM period”. The PWM frequency isthe inverse of
the PWM period. At the beginning of each PWM period, the binary signal isturned ON
(if not already s0), left ON for a certain percentage of the period, and then turned OFF for
the balance of the period. The percentage of ON timeis know asthe “duty cycle’ which
isusually set to the output of the control law, that being the graded input signal to be
transformed. A 0% duty cycle means the PWM signal is OFF continuously, and 100%
means the PWM signal is ON continuously. Typical PWM frequencies for Robot 3 are
50— 100 Hz. Of thetwo valvesfor each joint, one valve operates extension while the
other operates flexion. The three-way valving scheme means that when avalveis

energized, the corresponding cylinder chamber becomes common with a high-pressure



source, causing pressurized air (typically 90-100 psig) to enter that side of the cylinder.
When the valve is de-energized, the chamber becomes common with ambient air causing
the cylinder to exhaust. Asaresult, air is never trapped inside the cylinder. In order to
vary the force output of the cylinder, air is being lost to the atmosphere continuously. On
Robot 3, in order to optimize bandwidth, duty cycles have a 1% resolution and are
updated by the control system at the beginning of every PWM period. Thereisfurther
discussion and details about the current control system, computer setup, software, and
electronics for Robot 3 in the following chapters, with specific emphasis on PWM in
Chapter 6.

Robot 3 uses 24 single turn potentiometers to measure joint positions. Also, each
leg isinstrumented with three pairs of foil strain gages, each pair measuring bending at a
certain location in the leg structure (see Figure 2). The In-Plane-Femur (1PF) gages
measure bending in the proximal end of the femur about an axis perpendicular to the
plane of the leg (the plane of the coxa, femur, and tibia). The In-Plane-Tibia (IPT) gages
measure bending in the proximal end of the tibia about an axis perpendicular to the plane
of the leg, and the Out-of-Plane-Tibia (OPT) gages measure bending in the proximal end
of the tibia about an axis lying in the plane of theleg. These three load sensors allow for

reasonably accurate three-axis |oad sensing at the foot.



Figure 2: Strain gages on a Robot 3 leg. Three pairs of strain gages measure bending at
three different points on the robot leg. The In-Plane-Femur (IPF) gages at the proximal
end of the femur, and the In-Plane-Tibia (IPT) gages at the proximal end of thetibia,
measure bending about axes perpendicular to the plane formed by the femur and tibia.
The Out-of-Plane-Tibia (OPT) gages measure bending at the proximal end of thetibia
about an axislying in the plane formed by the femur and tibia

1.2 ThesisOutline

How does the Robot 3 project relate to similar legged robots and research? The
current population of legged robots consists of many diverse groups, often catal ogued by
any of the following: number of legs, gross dimensions and payload, actuation type, or
power-autonomy [3]. Since Robot 3 is strongly inspired by biology, it is more useful for
this discussion to categorize robots based on biological inspiration. Some legged robots,

although effective, follow basic designs that have no biological equivalent. In Chapter 2,



| propose an “articulated limb” criterion which establishes a baseline characteristic for
legged robots capable of biomimetic design, and then categorize and contrast several
robots according to their level of biomimicry.

What can Robot 3 do? Conceptually, Robot 3 has two distinct and
complementary controllers that work and are well developed: posture control and local
control. Theremainder of the control system is a subject of ongoing research. The
posture control allows Robot 3 to stabilize its standing posture, even when subjected to
sizable disturbances. It aso allows the robot to voluntarily shift and rotate its body
around while standing and lift a payload equal to its own weight. The posture control is
discussed in Chapter 3.

Since the posture controller can move the body forward, isit possible to smply
walk by lifting legs and swinging them forward? While this seems an obvious route to
take, in practice it does not work very well. Inanutshell, | believe the posture control is
too global. Some of the reasons behind this, as well as admitting the need for local
control, are discussed in Chapters4 and 7.

Thelocal control isresponsible for the position control of single joints, with both
local and higher-level feedback. When hung in the air, this part of the controller allows
Robot 3 to moveitslegs smoothly asif walking in acoordinated gait. | call this“air-
walking”. Because of the “biology-as-default” design of Robot 3, the issue of kinematic
redundancy plays abig rolein thelocal control, which is the subject of Chapter 5.

Isit possible to set the robot down while “air-walking” to generate full walking?
Whereas the posture control by itself failed to generate acceptable walking, thelocal

control-driven “air-walking” fails for complementary reasons. The main reason isthe



lack of position control bandwidth, or excessive compliance, of the actuators. This
means that although the actuators can output sufficient force to lift heavy payloads, they
cannot control this output quickly enough to ssimply follow local joint position set-points
that would generate walking. The many implementation details of this are covered in
Chapter 6, and some stability issues are briefly discussed in Chapter 7.

What types of things could be done to improve the robot’ s performance? What
lessons have been learned? There are many ways in which the performance of Robot 3's
actuators could be improved. In my opinion and not to my surprise, the properties of
these improvements have direct biological counterparts. | discuss a number of these
ideas and their implications in the Future Work section of Chapter 7. Robot 3isa
developing research project. It isaproject that typifies many of the stresses that develop
when scientific goals meet engineering challenges. As such, finding the proper level of
compromise between theory and practice can be both rewarding and costly. | discuss

some of these tradeoffsin the Conclusions section of Chapter 7.
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Chapter 2

Review

The purpose of this chapter isto relate the Robot 3 project to similar legged
robots. In[1], broad and sensible categories are given for different types of mobile
robots: wheeled or tracked, diding frame, articulated limb, and miscellaneous. The last
three of these categoriesinclude different types of legged robots. Since Robot 3isa
biologicaly-inspired legged robot, | will progressively categorize legged robotsin this
direction. So, in order to further delineate legged robot groups, | have established the
following definitions, shown in Table 1, for articulated limb, sliding frame, and

miscellaneous robots.

L egged robot classification Definition used here

articulated limb independently actuated legs responsible for propulsion,
number of independent actuators® number of legs

diding frame actuated body DOF propel robot on support frame

miscellaneous everything else

Table 1. Basiclegged robot classifications.

There are several impressive and exciting legged robots in the diding frame and
miscellaneous groups. Some of these robots represent nearly field-ready legged systems,

capable of locomotion over unstructured terrain. Dante |1 is an example of adiding



framerobot [2]. Built at Carnegie Mellon University, Dante Il wasa 1700 |b, eight-
legged framewalker that moved in a crab-like manner. It could also carry a286 Ib
payload. The framewalker description comes from the fact that Dante |1 consisted of
three connected frames: inner to middle to outer. The inner and outer frames each carried
four actuated single DOF pantograph legs with each leg producing only vertical foot
motion. The sole means of propulsion was an actuated prismatic joint between the outer
and middle frames; the four legs of either theinner or outer frame would establish stable
stance, then the prismatic joint would trandlate the other, or swing, frames forward.
Likewise, the sole means of turning was arotationa joint between the middle and inner
frames. Thus, Dante Il was really two four-legged support frames (tables) connected
together with atwo DOF joint. The KT robot [3,4] is also aframewalker with some
unigue propertiesthat refine on Dante Il principles.

High reduced-actuation, hybrid wheel/leg, and pipe-crawling robots would fall
into the miscellaneous group. Whegs [5] is afine example of a capable reduced-
actuation legged vehicle. Whegsis aterm used to describe the concept behind several
legged vehiclesat CWRU'’s BioRobotics lab. A single motor is used to drive either four
or six three-spoke, rimless wheels called “whegs’, wherein the spokes themselves are
simplelegs evenly spaced at 120° intervals. The whegs are arranged and phased in either
atrot or tripod gait. The gait would be kept constant but for arotary passive compliance
in the drive shaft at each wheg that allows for phasing variations, such as bringing contra-
lateral legs in phase for climbing over obstacles. Car-like turning is also implemented.

While technically not afull robot, Whegsis an in-progress, structure-embedded-control
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Figure 3: Whegs. A reduced-actuation hexapod vehicle built at the CWRU BioRobotics
Lab. A single motor drives six “whegs’ — or wheel-legs— which are phased in anominal
tripod gait. A torsional compliancein the drive shaft at each wheg allows for phasing
variations such as those needed for climbing obstacles. Whegs moves at about three
body-lengths per second (60 in/s), and can climb barriers greater than its body height.

platform for fast rough terrain locomotion upon which more adaptive behaviors can be
built.

Now | narrow the scope of discussion to articulated limb robots, which would
include robots such as CWRU'’ s Robots 2 and 3, and many others. There are two basic,
but interrelated, areasin which articulated limb legged robotics research progresses,
physical construction of the robot (what | am going to call morphology) and control. In
each of these areas there are varying degrees of biomimetic investigation, which isthe

distinction of interest for Robot 3.
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Type | Biomimetic | Biomimetic |Examples®
Morphology| Control

[ —

partial no Robug 111, 1V [6], Genghis[7], Hannibal [8]

2 partial yes Robots 1 & 2[9], Airbug [10], Protobot* [11], Collie |l [12],
Scorpion [13], TUM [14], BISAM [15], TITAN VII [16],
Lauron I11 [17], Tekken® [18], Lobster Robot [19]

3 |functionally yes ARL Scout 11 [20], Boadicea[21], RHex [22], some Sprawl
abstract Robots [23]

4 strong yes Robot 3, Troody [24], Gorilla[25]

Table 2: Types of biomimetic articulated limb legged robots.

The column labeled “Biomimetic Morphology” describes the degree to which
each type of robot attempts to incorporate biological morphology into its design.
Because morphology is readily observable, measurable, and therefore mimic-able, this
attribute isrelatively easy to accomplish and assess. Whether it is beneficial isanother
matter that | discuss below. The second column labeled “Biomimetic Control” indicates
that control mimicry is attempted by the researcher according to their current
understanding of animal-like control and their bias on the matter of what’simportant.
This property is more difficult to incorporate and assess because, being a developing
field, it requires athorough understanding of an animal’ s behavior or neural control. So,
for robots listed as Type 1, the researchers have not explicitly or implicitly illustrated
much biomimetic control, but have incorporated partial morphological mimicry. That is,
these robots |ook somewhat like an animal, but their control schemes are not influenced

by biological principles.

3 Biped robot are not listed here (see text).

“ A reasonable argument could be made for listing this robot as Type 4. | have listed it as Type 2 based
upon the fewer (nonredundant) number of DOF it possesses, which can significantly simplify the control
problem.
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Type 2 robots, as the table indicates, are ubiquitous. They are only loosely related
to the morphology of any particular animal (often an insect), but attempt to exploit some
biological principlesin the design of their control systems. If examined closely, say by a
knowledgeable biologist, significant morphological differences between the robot and the
animal emerge. Yet, they are useful for studying many interesting aspects of legged
locomotion: posture control, terrain negotiation, compliance, reflexes, and effective gait
coordination. They can also be robust test-beds for higher level behaviors, like
navigation and vision. They are, by far, the most common type of legged robot.
Consequently, one could argue, their yield in terms of fundamental discoveriesintothe
control of legged locomotion is nearly exhausted.

A paragon of Type 2 robots would be CWRU’ s Robot 2 [9]. Robot 2isa1l Ib,
six-legged walker partially resembling a stick-insect. The six identical three DOF legs
are actuated with three DC motors each. Whereas the morphology of Robot 2 is clearly
insect-like (again, only partially so), most of the control principles are extracted directly
from biological observation. For instance, the gait coordinator is a direct expansion of
the mechanisms believed to be responsible for coordinating the legs of a stick insect.
This alows the robot to walk with a continuum of insect-like gaits, and with overlaid
reflexes, such as stepping, elevator, and searching reflexes, the robot can negotiate rough
terrain and cross slated surfaces.

Protobot [11] is apneumatically actuated hexapod robot modeled after the
American cockroach, Periplaneta americana. Interms of basic engineering challenges,
particularly actuator issues, it isvery similar to Robot 3. Protobot weighs 24Y4 pounds,

with abody length of about 23 inches. Like Robot 3, it uses off-the-shelf double-acting
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Figure 4: Protobot [26] is an 18 DOF pneumatically actuated
hexapod robot modeled after Periplaneta americana.

cylinders with three-way valving. But unlike Robot 3, the valves are actuated with pulse
frequency modulation (PFM®) with 10 ms pulses. And, even more significantly, Protobot
has only three DOF in each leg. Thus, like Robot 2, regardless of the number of stance
legs, Protobot must stabilize six DOF of body motion (ignoring the generally easier task
of stahilizing swing leg DOF). Robot 3 must stabilize six body DOF and, depending on
the legsin stance, three to six redundant DOF in the stance legs themsel ves.
Nevertheless, the fact that Protobot walks rather simply is a tremendous achievement, and
has influenced future work for Robot 3.

Of course, to some degree, making any articulated limb robot walk is a challenge.
Since both animals and walking robots must deal with the laws of physics, some
researchers, especially in the area of bipedal robots, do not emphasize the biomimetic

properties of their robots. This may be that, because of the intimacy that we share with

® Some PFM details are discussed in Chapter 6.
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the bipedal system, acertain level of biomimeticsisjust assumed (whether it exists or
not). Thisiswhy biped robots are not listed in the table.

Type 3 and Type 4 robots represent the current state-of-the-art in articulated limb
legged robotics. Not surprisingly, atension exists between the two areas. Type 4 robots
are costly, complex, and as aresult, risky. With these robots, morphological similarity to
the animal has been strongly emphasized. They have the kinematic capacity to move like
the animal, and as aresult, these robots ook, very much, like the animals they mimic.
That means, almost certainly, that they have more DOF than are necessary to walk. The
cost isthe added control complexity needed to move all those jointsin a coordinated,
effective, stable manner, which presents a challenge to the roboticist. Y et part of the
aforementioned tension seems to result from aresearch goal that Type 3 robots do not
share with Type 4 robots (specifically Robot 3). That goal isto have the Type 4 robot
teach the roboticist and the collaborating biologist about the animal and then guide the
biologist’sresearch. Because of the similar morphologies of the robot and the animal,
these robotic experiences pose specific questions for biologists to examinein the animal’s
locomotion system. These biological experimentsin-turn lead to a better understanding
of legged locomotion and, consequently, fundamental progressin legged robotics. The
Biorobotics Lab at CWRU has experienced the benefits of thisback-driven research link
many times.

Type 3 robots are actually more closely related to Type 2 robots. Thereasonis
that, unlike Type 4, Type 3 roboticists deliberately ignore detailed morphol ogy, focusing
instead on functional similarities between their robots and animals[27]. In the case of

the robots listed above, the functional similarity of interest is running. These robots
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feature abstracted morphology. This means far fewer actuators and DOF (except
Boadicea) than Type 2 robots, some prismatic DOF, and as few sensors as possible, al in
order to keep things as simple as possible. Compared to Type 4 robots, thisis arather
practical approach that can produce immediate short-term results.

RHex [22] isatypica example. RHex isa 15 |b, six-legged robot, where each leg
isasingle compliant spoke driven by a motor at the hip. The motor, under PD control,
swingsthis spokein afull circle paralel to the sagittal plane of the robot. It isnot
difficult to envision control schemes that would immediately produce stable tripod
walking in a short amount of time. (In fact, both the standard and simplified versions of
the biologically inspired Robot 2 controller, which is based on Cruse coordination
mechanisms (see Appendix), should work very well for RHex. The simplified version,
that being the two leg case, was successfully deployed on the KT robot [4].) Inthe
same way, it is not difficult to envision the open-loop, yet robust, rough terrain
capabilities of RHex, which have been amply demonstrated. Thus, although RHex isa
simple, reliable, abstract hexapod robot that is easily controlled, itsyield in terms of
expanding the knowledge-base of legged robotics beyond Type 2 (except, possibly, in the
in-progress goal area of running) islimited. For instance, RHex’ sleg trgectories relative
to the body are fixed, so that it cannot voluntarily reach out to grip an obstacle or enter a
depression in the terrain, thus limiting research opportunities into more complex control.
Hence, the Type 3 approach can have immediate results with relatively little background

research, but the ultimate payoffs are also limited.
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Figure5: RHex [28] isatypica example of a Type 3 robot.
Each leg isasingle compliant spoke, driven, at the hip, by a
motor under PD control. The spoke swingsin afull circle
parallel to the sagittal plane of therobot. RHex isasimple and
reliable hexapod robot with good rough terrain capabilities.

It seems that an underlying assumption behind Type 3 research is that the only
remaining frontier of legged robotsisinherently robust animal-like running. While
definitely an important goal [29], such an assumption would be narrow, since effective
general locomotion involves a nervous system and is not limited to running. For
instance, since Type 3 robots shun sensors, how do these robots help biologists and
roboticists understand the role of graded force feedback in locomotion? One would think
that animals benefit from the wide range of sensors they possess as they interact with an
unpredictably wide range of terrain and, therefore, legged robot designs would also
ultimately benefit from those designs. Most Type 3 robots basically scurry over the
ground by using open-loop feed-forward control, which is made robust through passive
dynamics as long as the robot does not break. Full [30] points out that cockroaches
appear to do this very thing during rapid running, even over uneven terrain. But larger

running animals, such as cats, certainly do not blindly execute a feed-forward motor



17

pattern during locomotion over uneven or unknown terrain, and nor do insects, as they
efficiently alter leg trgjectory to anticipate barriers that are detected in their paths[31]. It
is probable that these observations on rapidly running cockroaches are a special case
involving near-escape response behavior.

Thereis no doubt that Robot 3 is one of the most morphologically accurate robots
intheworld (consider [32]). It isnot abstract. In order to understand the challenge posed
by Type4 robots, one needs to consider that in animals, the physical morphology is
inextricably linked to the nervous system. But, since detailed neurobiological control
principles are difficult to extract from the animal, arobot built according to observable
morphological datawill, one would hope, confront the researcher with a system that must
solve fundamentally animal-like control problems. Holk Cruse remarks [33] that
working with robots that are too simple *“ may preclude the finding of solutions for the
very task for which brains[and, | would say, nervous systemsin general] have been
developed [or designed] to deal with.” In attempting to get a Type 4 robot going, the
researcher must develop control hypotheses and test them. The results of these
experiments are valuable for legged robotic research and for legged animal locomotion
research.

The greatest pitfall of this more scientific approach is not that the morphology of
Type 4 robotsistoo similar to the animal model. Type 4 robots are not meant to be, and
simply cannot be, robotic copies of theanimal. Instead, they are parallel problems. By
endeavoring to understand the links between real animal morphology and real observed
animal neural control, incredible insight can be gained into better ways of designing robot

systems and controlling them. And, since the robot control system is eminently available,
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trying experiments on the robot helps to illuminate many aspects of animal structure and
control. Assuch, theintellectual link between the roboticist and the biologist is essential.
Both areinvolved in ongoing research challenges and both benefit from the other’s
success and failure, ultimately driving both fields of investigation to answers that might
not be readily achieved independently. Hence, the great risk of Type 4 robotsis that
much research is required to develop them and their control systems. However, the even
greater potential benefit to both robotics and biology would seem to mitigate that risk.

In summary, if the goal isto build a near-term vehicle with some of the abstracted
locomotion abilities of animals, the Type 2 and 3 approaches (or even the Whegs
concept) are the best choices. However, if the goal isto develop alegged robot with
many of the remarkable locomotion abilities of a specific animal and/or to understand
locomotion concepts in the animal, the Type 4 approach is the most appropriate. This

approach requires more research, but it also holds the most promise.
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Chapter 3

Posture Control °

Aslegged robots become more animal-like, it islikely that these robots will have
many complex limbs with redundant DOF. Thisis especially true when we desire them
to movelike an animal. Animals are capable of spontaneous and non-stereotyped
locomotion, such asturning, swaying, twisting, deliberately falling, jumping, climbing,
and running. Therefore, it becomes difficult to provide joint space trgjectories, in real-
time, for these complex movements when many limbs are simultaneously involved, and
when some or all of these limbs contain redundant DOF. When locomotion takes place
rapidly, it has been suggested that there is afeed-forward control component that
involves a proactive, higher level computation in the nervous system [1].

With this controller, | suggest and demonstrate an intuitive and computationally
efficient algorithm for controlling the posture of a complex, multi-leg robot with many
redundant DOF [2]. The algorithm ignores inverse kinematics, controlling the position of
the body by issuing feed-forward force commands to both maintain static posture and
generate body motion. In so doing, it is aso shown that the multi-leg mechanics of
postural control can be reduced to a straightforward center-of-pressure representation, or

equivalently, an instantaneous virtual leg model. The force output of the cylinders can be

® This section is adapted from [2].
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approximated by asigmoidal function of duty cycle, with piston-face area and supply
pressure parameters. Thisisdiscussed in more detail in the next chapter.

Robot 2 [3] was loosealy inspired by the stick insect but had three degrees of
freedom in each of itssix legs. Itsjoints were driven by DC motors using proportional
position control with adjustable gains. The robot could walk in a continuum of insect-
like gaits and traverse irregular terrain using an insect-based distributed controller.
Posture control was achieved by a mixture of processes local to joints and legs and two
global algorithms. Thefirst global algorithm compared an estimated individual leg load
to the average across al legs, and incremented the desired foot position to help equalize
load among legs. The second monitored body orientation by averaging shoulder
positions and adjusting desired foot set-points to conform the body to overall terrain
orientation as represented by the feet.

With Robot 3, | am defining posture control as the active and continuous
maintenance of body stability in all regimes of locomotion. These regimesinclude
standing, walking, and running. In ongoing research in physiology, wherein researchers
are seeking to understand how control responsibility for posture and locomotion is
distributed throughout the nervous system, one aspect that is clear is the importance of
higher centers of the nervous system for normal posture. This suggeststhat posture
control is more than local reflex interaction. It isthe orchestration and tuning of these
reflexes according to some central desired behavior. Horak and Macpherson write in the

Handbook of Physiology [4],

Posture is no longer considered simply as the summation of static reflexes but,
rather, the complex interaction of sensorimotor processes and internal
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representations of those processes. Postural orientation involves active control of
joint stiffnesses and such global variables as trunk and head alignment, based on
the interpretation of convergent sensory information. Postural equilibrium
involves coordination of efficient sensorimotor strategies to control the many
degrees of freedom for stabilization of the body’ s center of mass during either
unexpected or voluntary disturbances of stability.

Although investigated in different contexts and by various researchers, the
approach to posture control for Robot 3 was inspired by the Virtual Model control
scheme as presented by Pratt et al. [5]. Contributing research fields are al so described
well by Pratt [6]. A description of this scheme is discussed in the following sections. Lin
and Quinn [7] used the inverse of this approach in a dynamic simulation of Robot 2. This
chapter proposes an internal model tailored to the locomotion needs of a system such as
Robot 3. The concepts represented by this model are by no means new [8, 9], but one
goal of thiswork isto demonstrate the successful implementation of these ideasinto a

complex, animal-like robot.
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X, © longitudinal (direction of travel)
y, © lateral (left)
z, ° vertica

Figure 6: Single leg mechanics notation. The body reference frame consists of the x; ©
rostral or direction of travel, y, © lateral or left, z; © vertical. Each body (1 through 4)
contains its own body-fixed reference frame. The vector definitions (L; and W;) are given
in the text.

3.1 SingleLeg Mechanics

Consider what contribution a single limb has on force production at the body of
therobot. The system consists of the main body with its own fixed reference frame (1-
frame), and a sequential numbering of leg segments out to the foot, each with its own
body-fixed reference frame (2, 3, etc. -frames). The main body reference frame can be
located at (but not restricted to) what can be considered an average center of mass (CM)
position. (Thisisastatic position. It does not require a calculation of instantaneous CM
location.) The segments are connected with rotary joints only. In thisapplication, we

assume that the leg maintains a point contact with the ground, producing an “unactuated
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ankle” constraint. This generates arequired relationship between the forces and moments

applied by the leg, ¢/, on the body,

M, ={W,}CF =JF, ¢=i,ii, ..., d, D
where F, and M, are force and moment vectors, respectively, applied at the body’s
reference frame. d represents the number of legsin contact with the ground at this time.
F, isexpressed with respect to an inertial reference frame (N-frame) while M, is

expressed with respect to the body (1-frame). W3, isthe position of the foot of leg 7 in

the body’ s reference frame, and { W} represents a skew operation on a vector,

é 0 -W, W, u
(Wh=gW, 0 -Wg @)
gW, W, 0}

Cin isa3x3 rotational transformation matrix from the inertial frame to the body frame.

A recursive set of W vectors for aleg with two segments can be expressed as follows:

W, =L, +Cp,W,
W, =L, + CyW, (©)
W; =1,
where each vector L; represents the position of the next distal (i+1) body-fixed reference
framein the i-frame (typically located at the next joint), each vector being expressed with
respect to the i-frame (see Figure 6). Thus, the transpose Jacobian for a given leg with
m-1 segmentsis expressed as
é{Wz} Con U
é
- pretWatCan
~ : l:ll

-

& (4)
g Wm} CmN H

where D isamatrix describing the specific joint geometries[10].
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3.2 Somatosensory Feedback of Body Position

Somatosensory feedback hasits origin outside central sensory organs, such as are
found in visual or vestibular systems. It comes from distributed sensory information that
reflects physical contact of the body with the environment. For both robustness and
simplicity, Robot 3 (and Robot 2 [11]) does not rely on any single sensory device for
determining body position. Unlike other robots with fewer legs, it is possible to estimate
thisinformation from the three or more simultaneous stance legs.

Using aleast squares approximation, a support surface plane is estimated from the
positions of the stance feet. This calculation produces an estimate for Cyn which
excludes any yaw component. The height of the robot is estimated by averaging the
opposite of the vertical (z) locations of the feet. Determining ayaw angle, aswell asthe
horizontal (x and y) location of the body requires a convention, since somatosensory data
will contain no absolute information about the orientation of the body relative to the
ground along these axes. Thisisfurther complicated when legs are not in stance.
Preliminary resultsindicate that it is sufficient to simply average the x, y, and yaw
locations of all the feet, regardless of state, to arrive at a suitable reflection of body
location. Sensing the orientation of gravity is external to this calculation. It would
involve the use of an inclinometer and/or force data. Cockroaches, having no single
sensor for detecting gravity, appear to use convergent force datafrom the exoskeleton.
For the sake of this discussion, | will assume that gravity acts solely in the vertical,

negative z direction.
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3.3 Multi-leg Mechanics

All stance legs act on the body of the robot in parallel. Considering an arbitrary

case in which four legs (d = 4) are in stance we have,

: : : - u

where F and M (no subscript) represent the combined action of all stance legs on the
body. 3( isdefined implicitly in Eq.(1), and | istheidentity matrix. The goa isto
specify virtual forces, F and M, using an appropriate and capable virtua model (hence the
name “Virtua Model”), and then to solve for theindividual leg forces, F,, that would
tend to produce these virtual forces. Thisisnot atrivia problem, and has received much
attention in several decades of research. To specify F and M, we could simply drive the
position of the body using imaginary actuators (of our choice) following desired
behaviors. In controlling a planar biped robot, Pratt et a. used intuitive actuatorslike a
linear damper, between the body and a moving target (a“dog-track bunny”), to control
forward speed, and a spring arrangement, between the body and the ground (a“granny

walker”), to control body height and attitude [5]. Choosing these model actuatorsis
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beautifully open-ended, yet islimited by, among other things, the amount and quality of

sensory information available to the robot.

3.4 Solvingthe Force Distribution Problem

At least three methods have been used to solve the redundancy problem presented
by Eq. (5). Thefirst method entails using additional constraints to create a square and
(hopefully) invertible coefficient matrix to immediately solve for the local leg forces.

The second involves pseudoinverses that provide some desirable qualities (such as
preservation of configuration after acycle of motion [12]). Related to this, the third
method involves using optimization functions that portray some desirable behavior (i.e.
minimize joint torques or force distribution [13], base reactions [14], joint motions,
kinetic energy). Optimization has been used for the control of redundant manipulators
for many years[15, 16].

The approach taken in this thesis borrows from the third of these techniques. The
additional constraint method was investigated, but generally suffered from singularities
that depended on the kinematic state of the system. The foremost of these singularities,
which is discussed below, can be used to significantly simplify the force distribution
problem and introduce an intuitive center-of-pressure representation. This, in turn,
allows the stance mechanics to be divided into vertical and horizontal optimization
problems. The resulting agorithm is consistent regardless of the number of legs

simultaneously contacting the ground.



We begin by introducing some dimensionless parameters. Let each leg, ¢, assume

avertical load responsibility coefficientn,, O£ n, £ 1,

n= an, =1, o= v
S

(6)

Also, let the direction in which each leg pushes be described by two other dimensionless

coefficients,

Eq. (5), reduced from six to five rows by the introduction of Egs. (6), can be

=

—_ 'xt
Cxﬂ, -

F
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expressed in terms of these coefficients,

where

and

K
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The characteristics of the five scalar equationsin Eq. (8) prove useful for simplifying this
problem. Denoting the position of the foot relative to the body, expressed with respect to

the N-frame, as
&l
_6é, u_
Prtoot = éfﬂ, a= CniWy (11)
&t
we can assume a case in which the body of the robot is coincident with the N-frame

(Cin=1)7, and al of the stance feet are at equal vertical locations, such as standing on a

flat surface (z, = z)®. This causesthe first and fourth rows of Eq. (8) to become linearly

dependent,
NCy *+ My Cyii + NGy + M, Ciy, = R, (12)
z(nC,i +1N;iCyii +NyiCyiii TN Cyiy) = Fy,
aswell asthe second and third rows of Eq. (8),
MCy; +N;Cysi +NyCy5 TN Cyy = F, (13)
- Z(N;Cy; +NyiCyii + Ny Cyiii + N Cyiy) = K.

Note that such a common kinematic configuration (standing straight and level on flat
ground) causes asingularity in attempts to solve the force distribution problem using

arbitrary additional force constraints. This singularity would require that

ZFR=F, -z

o1

=F,. (14)

" This assumption isinconsequential since Eq. (1) can be premultiplied by Cy; to produce the same results
below.

8 When the feet are not at equal z, locations, it is often feasible to approximate by assuming z, = Zavg-
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Figure 7: Single virtual leg model of robot mechanics. Provided with desired virtual
forces acting on the body, the posture controller predicts the position of a center of
pressure (COP) where avirtual leg would, at that instant, produce those virtual forces.
The scheme is repeated for the x-z plane. The virtual leg would also have afoot (not
shown) that would produce a desired virtual M.

Although this may seem to be a special case, it lendsinsight into an underlying model for
the stance mechanics. We can express the location of a center of pressure (abbreviated

COP, sometimes called the Zero Moment Point or ZMP) below the robot as

Xeop = anx,, Yeop = any,. (15)
‘ ‘

Thus, we discover that Egs. (14), when simplified, produce the following relationships:

ZFx M y ZFY M X
Xeop=—2~ —==1  Yep=—2"F+—=. (16)
P I:z I:z P I:z I:z

These correspond to asingle leg model of the mechanics of the robot, which is shown in

Figure 7. (Notethat zistypically negative.)



To solve for the force distribution, the mechanics described by thissingle leg
model can be used as a suitabl e representation of the locomotion of the robot. Once the
components of the virtual forces, F and M, are chosen, we can determine adesired COP
position directly from Egs. (16). Locating the COP as such satisfies the singularity and
allows usto drop the third and fourth rows of Eq. (8). Thisisequivalent to achieving the
instantaneous, virtual presence of the single leg model showninFigure7. Ting et a. [17]
partialy describe solving the forward version of this problem for measured foot force
datafrom an actual cockroach, referring to a“single effectiveleg”. Their informal
approach implies Eqg. (16) to find a COP from the data, but they neglect to account for
Mz Schmitt et a. [18] also point this out.

By choosing an intuitive function to minimize,

la x 00
E,==¢a (n, - n)*s, (17)
267 7}

and remembering the three constraints of Egs. (6) and (15), we can solve for the weight

distribution across the robot’ s legs. n, represents a desired vertical |oad responsibility

for each leg, usually set to 1/d. Once all n, are known, the rectangular matrix and right
side of Eq. (8) are known. Based upon biological observations[19], we know that
cockroaches produce forcesin directions related to the attitude of each leg (although this
isobviously task and context dependent). Viewing the first, second, and fifth rows of Eq.

(8) as constraints, we can introduce another cost function,

lag 0
Ec = Ega (Dcxﬂ,2 + DCy/2)+a (18)
e g

where



Dc,, = ¢y, - Cy . Ce,, =c,, - C;« - (19)
Minimizing E. will encourage, but not enforce, each leg to push in a preferred, animal-

likedirection. ¢, and c;, are determined by minimizing joint torquesintheleg ¢. (The

form of E; was chosen for computational efficiency. Other more isometric functions

could be used.)

3.5 Resaults

This agorithm has been successfully implemented, and is able to control the
standing posture of Robot 3 in the presence of disturbances, as well as respond to
commanded body positions and orientations.

The following two figures describe a test in which the robot was pushed while
standing. These disturbances amounted to the operator standing to the right of the robot
and vigorously shoving the robot to its left with both hands [20]. In some cases the robot
was perturbed with asingle hand in the abdomen or head areas. Asareferencefor the
following figures, these perturbations from the robot’ s right side caused it to sway in the
lateral, or y, direction. Virtual springs, attached to the body reference frame, cause the

robot to maintain a standing position.
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Figure 8: Disturbance rejection while standing via posture control. While standing, the
robot was shoved repeatedly. Each arrow indicates a disturbance. The robot swayed and
returned to anominal standing position. “y pos’ indicatesthey, or lateral, position (see
Figure 6) of the body. “y cop” isthey location of the COP. The COP moved to
counteract the disturbances. The COP was dlightly negative because the robot perceived
asmall roll error (lean to left). Stiction in the cylinders caused the initial and final body
positions to be dlightly different.
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Figure9: Vertical load transfer to move COP. Corresponding to Figure 8, this figure
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moves to counteract the disturbances. “left/right n” istheipsilateral sum of n, values.
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Figure 10: Robot 3 liftsa 30 pound payload. The payload,
which is equivalent to its own weight, is suspended below the
robot with cables. The robot is able to perform * push-ups’
while doing this.

One particularly remarkable result is given the robot’ s mechanical characteristics,
and using this controller, the robot is able to easily lift a payload equal to its own body
weight. Figure 10 shows Robot 3 lifting a 30 pound payload suspended bel ow the robot
with cables. Therobot isable to do “push-ups’ while lifting this payload.

Another very attractive result involving this algorithm is computati onal
simplicity. Asimplemented above, the largest procedural calculation is the solving of
three different 3x3 systems of linear equations once per cycle. This occurs once when
Cin isestimated and could be eliminated with a suitable attitude sensor on the body.
However, no such sensor exists in the cockroach. The other two instances arise from

minimizing E. and E.
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3.6 Conclusions

As shown above, the force distribution problem for a multi-legged system such as
Robot 3 has already embedded within it asingle leg model that intuitively describes the
mechanics. Thismodel is derived mathematically, yet isintuitive and connects well with
previous observations by both biologists and roboticists [21]. It iscentral in solving the
redundancy problem and produces a computationally efficient algorithm for controlling
posture during locomaotion.

The posture controller unifies the two separate posture control algorithms used for
Robot 2. The Robot 3 posture control does not address or control individual foot
positions, but rather a general sense of body position as described by these foot positions,
whatever they may be. Thus, when setting Robot 3 on uneven terrain, the legswill
automatically comply to surface irregularities while the robot automatically controls body
position to an average height and average terrain orientation. The vertical loading at each
foot is automatically adjusted to realize the desired COP, which isadirect function of the
virtual forces acting on the body that themselves come from virtual actuators that
promote proper posture.

Another way of understanding the Robot 3 posture control isto consider the joint
set-point positions that Robot 2 attempted to follow in order to stand and walk. These
positions represent a reference Robot 2 that moved in asignificantly different
configuration than the actual robot. Espenschied remarked [22] that a seemingly more
insect-like (vertical) posture control scheme would be to lower the stiffnesses (position

control loop gains) of the main load bearing motors and then move the corresponding



joint set-points further away to compensate. Thisis, in effect, how Robot 2 operated.
The robot would attempt to follow areference robot that, kinematically, was significantly
hyper-extended, and that it really had no intention of actually tracking. Thisis obvious
since tracking errors, which reflect the postural loads themselves, need to be generated.
The Robot 3 posture controller isthat piece of the Robot 3 “brain” that directly predicts
and generates these loads, and not just for vertical posture. Because of the significantly
slower actuators used on Robot 3, high gain local position control is difficult, if not
impossible, to realize (see Chapters 6 and 7), and the need for this type of posture control
makes sense. The posture controller defines an overall force production plan or profile
for al the actuatorsinvolved in stance, and local feedback pathways slightly or
moderately modify this profile based on local kinematic and load feedback. Asaresult,
these local control loops (i.e. position control of ajoint) would be able to operate at lower
gains or stiffnesses because the posture control has already provided intelligent offsets
that effectively represent the current locomotion of the robot. Thus, the goal now
becomes addressing the local kinematics that the posture controller essentially ignores.
Thisisthetopic of Chapter 5.

Central to this posture control strategy is the transcending physical description
represented by Egs. (16). These equationstell us several things. (i) The horizontal and
vertical posture control mechanics are directly linked. Or more specificaly, (ii) actuators
involved in producing primarily vertical forces are extremely important (indeed, possibly
dominant) in horizontal posture control (which, in my definition of “posture control”
appliesto all general locomotion). Also (iii) the choice of virtual actuators, which

produce the virtual forces and moments on the body, is directly linked to the support
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polygon and where the robot can produce a COP. This has significant implications for

biped control [23].
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Chapter 4

Posture Control I mplementation | ssues

In this chapter, | discuss some of the implementation issues affecting the

performance of the posture control of Chapter 3.

4.1 Original Hardware Setup

The overall origina posture control hardware setup followed the scheme depicted

PC#1
sensor
Posture information
Controller
Robot 3
commanded
l duty cycles
PC#2 /Vf:ve
commands
PWM

Figure 11: The overal origina posture control system. Computer #2 (PC#2), which was
slaved to computer #1 (PC#1), performed PWM on the 48 valves at afrequency of 50 Hz
according to commanded duty cycles from PC#1. PC#1, directly reading sensory
information from the physical robot, performed posture control calculations and output
commanded duty cyclesto PC#2.
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inFigure 11. Thistriangular configuration is actually optimized for pure posture control,

since PC#2 is simply an efferent extension of the physical robot and afferent information
comes directly back to the posture controller. Thus, the posture controller needn’t work

through a secondary, or lower-level, controller to access the robot.

Figure 12 unpacks the details of Figure 11. Using DOS as the computer operating
systems for the controllersis certainly not cutting edge, mainly (in my opinion) due to the
lack of interface. Yet DOS (with clever programming) is apliable tool that can be made
sufficiently single-minded in order to achieve the time-critical execution needed, for
instance, to perform PWM. For future robots, | have actively endorsed atransition to

real-time Linux. The system depicted in Figure 12 did operate correctly and to
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Figure 12: Original Robot 3 posture control basic electronics. PC#1 was a 133MHz
Pentium desktop running the posture controller in DOS. The controller dispatched
(unbuffered) commanded duty cyclesto PC#2, a127MHz AMD desktop, via 115200 bps
serial communication. PC#1 also read 24 potentiometer signals from an ISA A/D (12 bit)
card (original gage signals, which were not used, were one per leg and meant for binary
contact sensing only). PC#2, running in DOS, polled atimer card to perform 50 Hz
PWM with about a 1% resolution. A digital I/0O card drove 48 opto-isolators, which in
turn drove the valves of the robot.



specification, which was verified with an oscilloscope monitoring various digital out

signals from PC#2.

4.2 Open-loop force control

It should not be overlooked that in order to realize the posture control discussed
above, the control system for Robot 3 must be able to produce desired joint torques with
some reasonable level of fidelity. Infact, the entire Virtual Model Control scheme, asit
isused at the MIT Leg Lab, isborn out of the painstaking and very successful
development of Series Elastic Actuators (SEA) [1]. By placing a spring in series between
amotor-driven ball screw and the load, SEA provide good force control with alarge
dynamic range and shock tolerance. A linear potentiometer measures the deflection of
the spring, and thus allows for control of the output force. The SEA used by Pratt [2] had
aforce control bandwidth of 14 Hz with a (maximum) phase lag of about 65 - 70 degrees
at the cutoff frequency.

Alas, such ahard-earned luxury is not available on Robot 3. At the time of its
implementation, the most the posture controller could hope for was an open-loop
relationship relating desired cylinder force to commanded duty cycle. A simple test stand
was built that used afour pound scale and a 24%%:1 reduction to measure the steady-state
force output of a pneumatic cylinder driven with 50 Hz PWM. Supply air pressure was
100 psig. A few testson cylinders of different diametersindicated the relationship shown

in Figure 13.
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Figure 13: Origina duty cycle to force output relationship at 50 Hz PWM. Various
cylinder sizes were tested for their steady-state force output as afunction of duty cycle at
50 Hz PWM. The curves were then normaized by the theoretical maximum force for
that cylinder size, and asigmoidal curve wasfit to the data (Eg. (20)). Theinverse of this
relationship was used for open-loop force control.

Two different sized cylinders were tested at two separate stroke lengths. The
force outputs were then normalized by their theoretical maximums. The curvefit
eguation, as a function of commanded duty cycle, 0 £ D £ 100, was

F 103

F= F. T 1+e3 01D - 0.13, (20

which, when inverted, becomes



é 1.03 u
D =43- 10|Ogeg|_:+—013- ].H (21)

Obviously, Egs. (20) and (21) are only used for F 3 0. The result of the posture control
calculationsis adesired joint torque that is converted into adesired cylinder force while
accounting for that joint’s transmission linkage kinematics [3]. Thisdesired forceis
normalized by the flexor or extensor dimensions of that cylinder®, and converted into a
duty cycle with Eg. (21). Notice that commanded duty cycles below about 23% simply
produce no force output from the actuator. Also, notice the small region above 95% duty
cycle where the forces climb more steeply. Both of these features are fundamental
electromechanical properties of the valve, which will be discussed in Chapter 6.

Eq. (21) was used across al joints of Robot 3 in the Posture Control video
featured at the 1998 |EEE International Conference on Roboticsand Automation (ICRA)
[4]. Asthevideo clearly demonstrates, the posture controller works extremely well. In
fact, it isremarkable that the open-loop force control works aswell asit does, especialy
during the commanded body motions shown in the video. Clearly, something about this
scheme was “on-track”.

But there were some hidden problems. First and foremost, it was hoped that with
the posture controller maintaining body attitude (height, lateral position, and orientation)
while ssmultaneously following a forward-moving attractor (to generate forward
propulsion), Cruse rules [5] could be used to coordinate the legs for successful walking.
To handle the changes in loading caused by leg switches from stance to swing and vice

versa, trangitioning legs could be selectively merged in to and out of the optimization

® For atable of cylinder sizes on Robot 3, see [2]
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calculation of Eq. (17). Thisisdone by ssimply removing that leg from the optimization
and directly assigning itsload responsibility coefficient, n,. Unloading legs followed a
rapidly decreasing n, to zero, while loading legs rapidly ramped up atarget responsibility
continuously calculated by the posture control.

The outcome, though, was not acceptable walking. Although the posture
controller kept the robot standing, the reliability of the postural maintenance during
transitions was poor. The ensuing locomotion was more pitiable stumbling than any sort
of recognizable walking, often closely resembling the first meager steps of a newborn
colt or calf.

During investigations, | noticed that at least one of the legs, the right middie leg,
was supporting relatively little weight compared to its neighbors. A quick check revealed
the problem: the performance of some valves was considerably different (up to 40% off)
than the assumed open-loop relationship of EQ. (20). In the previous posture results,
these errorsin joint loading in the right middle leg had simply been masked by the better
performance of its neighboring legs, especialy while all six legs were supporting weight.
Obvioudly, during walking attempts, this poor performance was revealed since the
posture control must rely more heavily on proper performance from individual legswhile
other legsarein swing. Theresult of thisinvestigation was the creation of individual
“valve curves’ (such as Eq. (21)) or look-up tables for the 48 valves on Robot 3. These

tables were created in the same way that the datafor Eq. (20) were collected.
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4.3 Conclusion

Despite the new valve curves, there were only minor, yet noticeable,
improvements in the walking performance of the robot. 1t was becoming clear, as
biology would suggest, that posture control, with gait coordination, is not enough to
generate acceptable walking. The posture control scheme was not involving itself in any
of the following: muscle-like actuator properties (either passive or emulated), local
stretch reflex pathways, and load feedback. Clearly, well-known mechanismsin the
neural control of movement were being ignored.

On the positive side, though, the posture controller was keeping the robot upright
and standing, which was something initial testswith just local joint control failed at
immediately. Obviously, the posture control was afoundation upon which to build more

independent feedback control pathways, which isthe topic of the following chapters.

WorksCited

1 G.A. Pratt and M.M. Williamson. Series Elastic Actuators. In Proceedings of the
|EEE International Conference on Intelligent Robots and Systems 1, pp. 399-406,
1995.

2 JE. Pratt. Exploiting Inherent Robustness and Natural Dynamics in the Control of
Bipedal Walking Robots. Ph.D. Thesis, Massachusetts Institute of Technology,
Cambridge, MA, June, 2000.

3 Richard J. Bachmann. A Cockroach-like Hexapod Robot for Running and Climbing.
Master’'s Thesis, Case Western Reserve University, Cleveland, OH, May, 2000.

4 G.M. Nelson, R.J. Bachmann, R.D. Quinn, J.T. Watson, R.E. Ritzmann. Posture
Control of a Cockroach-like Robot (Video). Video Proc. Of the 1998 IEEE Int. Conf.
on Robot. and Automat., Leuven, Belgium, 1998. (Online: http://biorobots.cwru.edu/
Projects/robot3/robot3.htm)



5 H. Cruse. What mechanisms coordinate leg movement in walking arthropods? Trends
in Neural Science, Vol. 13, pp. 15-21, 1990.



Chapter 5

| nver se kinematicst®

Thelocal control discussed in this chapter and the next is simply proportional

position control at the joint level, which iswell understood and straightforward to

implement (details of which are discussed in the Chapter 6). Thefirst step isto devisea

way of coming up with desired joint set-points to be followed which is the subject of this

chapter. The following overall notation will be used in this discussion.

5.1 General Notation

q vector of joint angles

0 i joint angle

Omr  Vector of midrange joint angles
g+  upper limit of i"joint angle

g.  lowerlimit of i™joint angle

K; joint-space stiffness matrix

Kt task-space stiffness matrix

Ci joint-space viscous damping matrix
Prooa actual foot position vector
Proovd  desired foot position vector

J Jacobian

N, Nullspace of J

N augmented Jacobian

f(q) “self motion” task function(s)
N’ Jacobian of task function(s)

Kt task function(s) stiffness matrix
J Jacobian pseudoinverse

10 The following section is adapted from [6].
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net;

force vector acting on foot
vector of joint torques

NN output layer weight matrix
NN input layer weight matrix

W, with last column deleted
vector of NN hidden-layer inputs
i value of net

sig(x) = 1/(1+e)
dsig(x) := e¥/(1+e™)?
HLN number of hidden layer neurons

t
H()

|
N
M

time

Hamiltonian function

vector of Lagrange multipliers
number of joint-space DOF
number of task-space DOF



5.2 Redundant limb kinematics

For legged robots, especially those confronted with complex terrain, limbs having
more controllable joint-space DOF than task-space DOF (i.e. kinematic redundance)
present significant mobility advantages as well as control challenges. To make use of
this added mobility, the well known “ill-posed” inverse kinematics problem must be
addressed. This problem comes from the need to specify more control inputs (i.e. set-
points, gains, forces, etc.) for the joint-space DOF than are required for controlling the
foot (or end effector) DOF of the limb. We can write the forward kinematics equation for
aredundant robot leg, which describes the position of the foot, as

Proot/a = Proot/a(C), (22)
where proora IS aM-dimensional vector intask-space, and g is a N-dimensional vector in
joint-space. When N > M, the legisredundant. The inverse kinematics problem
involves finding a unique inverse function for Eq. (22),

d = d(Proot/d)- (23)
One might obviously choose to “lock-out” or otherwise specify a priori the motion of the
excess DOF, yet this could, and often does, incur an undesirable loss of dexterity.
Specifying “self motion” tasks constraints [1] isamore general and flexible approach of
thistype, in which N-M user-defined constraint functions, in terms of g, are used to
resolve the redundancy such asto fulfill certain tasks like avoiding obstacles.
Differential methods based on pseudoinverses of the Jacobian matrix are also often used
asasolution [2, 3, 4]. A common pseudoinverse approach is to minimize joint-space

velocity in a constant weighted fashion. Y et, as several researchers have shown [5],
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unless special careistaken, constant weight pseudoinverse schemes suffer from
nonintegrability: aclosed path in task-space is not guaranteed to produce a closed path in
joint-space. For instance, aleg of awalking robot having redundant DOF may not return
to the same configuration after a cycle of foot motion. In some cases, after many cycles
the configuration trajectory may converge. Then again, it may not.

This prompts a reasonable question. Animal limbs have redundant DOF, yet we
observe (in steady-state behavior) repeatable configurations over many cycles of motion.
One compelling explanation is that animals limbs move in such away as to minimize the
potential energy stored in the compliance of the actuators (muscles, tendons, etc.). Thus,
assuming that the cyclical limb motion does not enclose any singularities', the limb
configuration will be a unique function of end effector position, joint set-points and joint
compliance, and therefore repeatable.

The purpose of this section is to discuss the solution of this problem for the legs
of Robot 3[6]. Inthisdiscussion we will isolate on the front legs. The task-space for
these legs is the three-dimensional Cartesian position of the foot relative to the body-coxa
joint of theleg (i.e. the shoulder). This makesthe front legs redundant, with five joint-

space DOF (N = 5) and three task-space DOF (M = 3).

1 Or in other words, in agiven configuration with the limb moving only quasi-statically, the end effector (a
hand or foot) can be moved asmall increment along all task-space DOF without experiencing infinite
resistance.
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5.3 A Practical Goal: Maximize Leg M obility

The original motivation for the investigation discussed below was the practical
goa of maximizing leg mobility. Thisinvolvesavoiding joint limits during locomotion,
and redundancy in the front legs of Robot 3 allow for optimization in pursuit of this goal.
One reasonable approach isto achieve desired Cartesian foot locations by using joint
angles that minimize deviations from preferred midrange positions, thus simultaneously
minimizing the chances of encountering joint limits. Mathematically, this problemis
equivalent to minimizing the strain (potential) energy in mechanically conservative
elastic elements (i.e. springs) acting on the joints while driving the foot to desired
Cartesian positions. For simplicity, the spring rates are assumed linear and gravity is
neglected. The equilibrium angles for the springs are set to the midrange joint positions.

This resultsin the following straightforward constrained optimization:
H(a,l1)=3 DqTKqu +1 " (Proot/a = Proowa) (24)

where Dg = (0— gmr). Finding the extrema with respect to g and| , and replacing | with

Fioot, resultsin two conditions:

é U

'JTFfoot:Kqu, where J:_éml:l’ (25
é Ta g

pfOOt/d = pfoot/a . (26)

These are the expected conditions. Eq. (25) designates static equilibrium, and Eq. (26)
places the foot at the desired location. Now, noting that Eq. (22) specifiesthe functiona
dependence of proora ON g, We are confronted with the following questions: (i) given a

Proot/d, CaN We find a g and a Froot that satisfy Egs. (25) and (26), (ii) will this solution



produce alocal or global minimum of Eq. (24) inside a specified region of joint-space,
and (ii1) what are the characteristics and merits of the various solution methods that are
available. To answer these questions, it will be fruitful to work with asimple example.
In doing so, | will cover some basic concepts, such as the implications of singularities

and integrability, aswell as more advanced issues related to solution methods.

54 A Simple Redundant M anipulator

The following notation will be used for this example system. Parameters and

variables are defined according to their generalized counterparts that were introduced at

the beginning of this chapter.

{01, 92} correspondsto g F corresponds to Froot

Qi correspondsto q; ki, Ko correspond to the diagonal values of K;
{q, g} correspondsto gy 2 length of link 1

Xd corresponds to Proot/d ly length of link 2

Figure 14 depicts one of the simplest concelvable redundant manipulators; a
planar two revolute DOF (g and g2) arm with only one task-space DOF (xq). Lengthsfor
links 1 and 2 areindicated by /1 and /,. Acting on the joints are (assumed) linear
torsional springs, with rates k1 and k» and unloaded equilibrium positions g, and g,
while the single DOF end effector experiences a purely horizontal applied force, F. In

keeping with this redundancy, the relative vertical motion of the block (at the end of the

second link) in the slot is not resisted.



Figure 14: An extremely simple redundant manipulator (SRM). Joint-space
DOF are g; and g2 while there is asingle task-space DOF, Xq4. Q1 IS
measured from the horizontal and g isrelativeto link 1 (positive rotations
are CCW according to aright-hand rule, making g, negative above). Link
lengthsare /1 and /5. Linear torsiona springs (with constants k; and k»)
acting in joint-space (equilibrium positions ¢, and g, not indicated) are
resisted by an end effector force, F, in task-space. The relative motion of
the block, at the end of link 2, inthe dlot isfrictionless.



The redundancy of this simple manipulator (SRM*2) means that for each xg, there
isan entire (set of) Riemannian manifold(s) of possible joint positionsin joint-space.
Each point on this manifold represents a set of {1, g2} that placesthe end effector at xg.
These manifolds are depicted in Figure 15 for a SRM with /1 = /> = 1. The manifolds are
simply solutions to the forward kinematic equation of the SRM for different xq values,

Xd = oS Qs + cos(0y + ap). (27)

The basic pattern indicated in Figure 15, which is repeated to infinity in both joint-space
directions, is clearly anchored on certain distinguishing points. These points are
structural singularities. They occur at locations in joint-space where both joint angles are
integer multiplies of p (180°),

gi=np, n=...-2,-1,0,1,2..., (29)
2=mp, m=...-2,-1,0,1,2...

These conditions can be derived by determining when the 1x2 Jacobian matrix of the

SRM loses rank,

= SM '”X_dﬁ =[-(snagu+sin(g1 +g2)) -sin(qs + G2)]. (29)
éfla; a9z

Physicaly, if one were pushing with F at the end effector with the SRM in one of these
configurations, one would feel an infinite resistance. For any point in joint-space that is
not a structural singularity, the transpose of the Jacobian represents the local normal to
the xq manifold containing this point. It isimpossible for these manifolds to intersect,
since there is a one-to-one mapping from each x4 to each manifold (although manifolds

arerepeated at 2p intervals). In other words, no single point in joint-space can be on two

12 SRM = the simple redundant manipulator depicted in Figure 14.
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different xq manifolds. Manifolds that contain structural singularities are still single X4
manifolds, but they become higher dimensional (branch) at the singularities. For the

SRM discussed here, these are the xg =2, X4 =0, Xg = -2 manifolds.
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Figure 15: Solution manifolds to the forward kinematics of the SRM with /1 = /> = 1.
The xq =2 manifold (whichisjust apoint) islocated a {1, g2} ={0, 0}. Thexq=-2
(alsojust apoint) islocated at { p, 0} . The remaining manifolds are evenly spaced in
task-space at 0.2 intervals between —2 £ x4 £ 2, such that traversing a straight line from
{0, 0} to{p, O}, we cross the following manifolds: x4=1.8, 1.6, ... 0, ... -1.6,-1.8. The
entire pattern is repeated at 2p intervalsin each direction (making the point {-p, 0} also a
X4 = -2 manifold).



A second property that all manipulators share is germane to this problem. Itis
based on the observation that if we draw a straight line segment through any structural
singularity point in Figure 15, the singularity divides that line segment into two parts
which cross (equal x4)-manifolds as we move in opposite directions along this line away
from the singularity. The implications of this are that any closed path in task-space
which passes through a structural singularity does not necessarily lead to a closed path in
joint-space®®. Thisistrue for both redundant and non-redundant manipulators. For
instance, we could easily make the SRM non-redundant by arbitrarily specifying a
continuous constraint function (or a“self motion” task constraint function [1]), f (q) =
f (q1, 02) = 0, that the joint angles must satisfy. This constraint is a path in joint-space
which we can momentarily imagine passes through the singularity a q; = g2 =0, whichis
also the xq = 2 manifold. Thus aclosed path of end effector motion, with this artificially
constrained SRM, that passes through x4 = 2 (for instance, xq= (1 + sin(t)), 0E t £ p) is
not guaranteed to be a closed path in joint-space.

This observation has significant implications when working with the inverse
kinematics of manipulators. Thisis part of anissuethat | will call the problem of
integrability. Stated quite ssmply in relation to structural singularities, if the end effector
path in task-space encloses (or passes through) a singularity, then the form of the inverse
kinematics solution as represented by Eqg. (23) isincorrect, and thus useless. Thisis
because we would now need to include historical information to determine the inverse

solution. Thus, if we were to render adifferential form of Eq. (23),

3 Straight line segments that lie along the x4 = 0 manifold and pass through a structural singularity are no
exception: the end effector “path” isjust apoint, X4 = 0, while the joint-space path can be arbitrarily large.
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da = J" dprooa, (30)

this equation would not be valid across the singularity, since, because the functionsin J
are not continuous, it is not possible to integrate Eq. (30) to reproduce Eq. (23).
Therefore, it can be stated (awell known result of differential calculus) that:
Integrability, namely the existence of a unique function from end-effector position to
joint configuration, does not hold along any path in task-space that encloses one or more
singularities. So, if we wish to find a unique Eg. (23) function for the redundant legs of
Robot 3, we cannot have any structural singularitiesin their reachable joint-spaces, which
turns out to be the case for the cockroach-like legs of the robot'*. For the example SRM,
I will limit the reachable joint-spaceto 0 < g; < p and —p < g2 < 0, which excludes any
structural singularities. Thus the reachable task-spaceis—2 <Xy < 2.

For the SRM, the mathematical problem presented by Egs. (25) and (26) takes

thisform: Given areachable x4, unloaded equilibrium positions g, and g,, spring

constants k; and ka, what will the values of g1 and g, be that result in a static (stable or
unstable) equilibrium? On top of that, it would be nice to know F in this position. We
can find atask constraint function, f (q) = 0, by noting that in every equilibrium position,
Eq. (25) has a solution. Thismeansthat any set of joint angles that satisfy Egs. (25) and

(26) must also satisfy the following two equivalent, yet complementary, conditions:
rank ([J" 1 K;Dq]) =rank (J7) (3D)

N;K; Dg=0 (32

% In the strictest sense, | mean places where the full Jacobian is rank deficient. When any particular joint is
held against ajoint limit and no longer free to move, the issue of singularities must be revisited.



where Nj, an (N-M)XN matrix, consists of linearly independent rows that span the
Nullspace of J, i.e. N;J'= 0. For the SRM, we can use Eq. (31) to find the necessary

task constraint function:

& (sng, +sin(g, +0,))
f(q) =f (0w, O2) = detg : o
é - sin(g; +q,)

kl(ql - al) l;l =0
J— u -_
K,(d2 - 9)0

(33)
=Ky (G- &) SiN(O1 + 02) —kz2 (G2 - O) (SN +sin(ga + G2)) =0

Eq. (33) isaconstraint function that describes the loci of solutionsin joint-space. These
loci are shownin Figure 16 for ks =kx = 1, g, = p/2, g, = -p/2, within the reachable
joint-space of the SRM. Note that the unloaded equilibrium positions for the torsional
springs are the midrange joint positions. Asthisfigure shows, there are two separate |oci
of solutions. One locus includes the unloaded equilibrium position, { ¢, d,}, whilethe
other doesnot. Theformer iscalled the“primary” locus, while the latter is called the
“secondary” locus. In genera termsand for Robot 3, | have defined the “ primary” locus
asthat locus in joint-space which includes the unloaded equilibrium position, since this
position always satisfies Eq. (31) or (32). Inamost al cases (including this SRM), itis
anticipated that Egs. (31) or (32) cannot be analytically solved for asubset of gasa
function of the other joint angles. Thus, theloci of solutions, even for plotting purposes,
must be found numerically. Thisalso meansthat the final form of the inverse kinematics
function, Eq. (23), will likely be alook-up table, or, if sufficient on-line computational

power is available, the differential form, Eq. (30), can be used.
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Figure 16: Loci of all possible solutionsto Eq. (33) for the SRM withk; =k, =1, ¢, =
p/2, g, = -p/2. The reachable joint-space has been limitedto 0< gy <p and—-p < <0
in order to exclude any structural singularities. The two loci have been distinguished as
“primary” and “secondary”. The arrow indicates the approximate location on the
secondary locus where the augmented Jacobian (see text) becomes singular. Refer to
Figure 15 for the xq manifold values.
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Figure 16 shows that even though we have excluded structural singularities from
the reachabl e joint-space, there are still multiple solutionsto Eq. (25) for certain Xg
values. These solutions come from the secondary locus. From integrability and physical
intuition stand points, it is clear that we would like to find an inver se kinematic mapping
that correspondsto (or is analogousto) the primary locus only. If weuse Eq. (33) asa

“self motion” task function for the SRM, an augmented Jacobian matrix can be

constructed:
éJu é1f (0, 0,) T (0, 0,) U
In= &, where J = & T (34)
éJf 0 g ﬂql ﬂqZ H

where Ja isa2x2 matrix that defines an augmented differential form of Eq. (22) for the

SRM,

édx,0_ _ éda,u

6 o uTdae. 0 (35)
g0 § " &asl

Because Egs. (27) and (33) aretwice differentiable, Eq. (35) isintegrable by construction
aslong as Ja isnonsingular. It follows that for asimply connected region in joint-space

wherein Ja isnonsingular,

(36)
gd%H Ag 0 H

is also integrable in the corresponding region of task-space™. Along the secondary locus
in Figure 16, Jy becomes singular at the point where the task constraint function is
tangent to the local x4 manifold (indicated approximately by the arrow in the figure). At

thislocation, the task constraint Jacobian is not linearly independent from the SRM

15 See Isidori, Nonlinear Control Systems, 3™ Ed., pp. 11-12.




Jacobian. Asaresult, the secondary locus cannot be used to produce an integrable
solution to the inverse kinematics.

The Ja singularity on the secondary locus is sometimes called an algorithmic
singularity. In contrast to structural singularities, algorithmic singularities arise from the
user-defined constraints that are manifested in the algorithm used to deal with kinematic
ill-posedness. When motion is simulated according to the constraints discussed in this
chapter (e.g. minimum actuator strain energy), then the algorithmic singularity on the
secondary locus behaves like a structural singularity. At this point, the end effector of the
SRM can no longer move, if only to satisfy the task constraint function, Eg. (33).
Physically, for acontroller-less SRM as depicted in Figure 14, the vertical stiffness of the
block at the end of link 2 is zero at the algorithmic singularity on the secondary locus,

and quasi-static motion is no longer possible.

5.5 Waysof finding equilibrium solutionsfor both the SRM and Robot 3

| will now briefly discuss four different methods of finding solutions to Egs. (25)
and (26) for a given end effector position (xg, for the SRM, or proor/d, for Robot 3 legs).
Two of the methods are basically inexact algorithms that use smplified dynamic
simulations, while the other two are exact differential methods. Also, the standard
method of using a (constant) weighted pseudoinverse to minimize joint-space velocity
will be reviewed.

Figure 17 shows some sample SRM results from the two inexact simulation

methods and the minimum joint-space velocity method. The SRM parameters are set as



discussed in Figure 16 with C; = identity matrix. The sample results begin with the joints
at the unloaded equilibrium position, which correspondsto x4 = 1. The goa of each

method is to move the end effector to x4 =-1.
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Figure 17: Comparison of three inverse kinematic solution methods applied to the SRM.
All parameters are set as discussed in Figure 16, C; is the identity matrix, and the starting
position is the unloaded equilibrium position. The goal isto move the end effector from
the unloaded equilibrium position (X4 = 1) to Xq = -1. The quasi-static method is based on
a straightforward scheme which simulates the motion of the manipulator quasi-statically
with joint-space springs and dampers while an applied force at the end effector drives the
system to desired task-space positions. The Sergji method is based on an online
redundant manipulator control scheme that controls end effector motion in task-space as
well as one or more user-defined “ self-motion” task functions. The minimum joint-space
velocity method is the standard M oore-Penrose pseudoinverse of the Jacobian with a
constant weight matrix. Exact methods are not shown, since they lie directly along the

primary locus.
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For both the SRM and Robot 3, the joint compliance functions are linear torsional
springs collocated with the joints. For Robot 3, the individual spring rates are scaled by
the magnitudes of the allowable joint ranges at each joint. The scaling is done such that
the cost of driving any joint to alimiting position is the same as driving any other joint to
itslimiting position. The joint ranges for Robot 3 came from careful modeling of the
animal, including digitizing high-speed video of cockroach walking and running [7], [8].
In thisway, the biomechanical properties of the cockroach, after which Robot 3 was
designed, are imbued into the spring stiffnesses, and thus into the resulting equilibrium
solutions.

The method of finding an approximate Eq. (23) for Robot 3 used a simple quasi-
static simulation approach to solve for the equilibrium configurations off-line. The quasi-

static force balance that solves for the equilibrium configurationis
- qu+‘]TFfoot' K;Dg=0, (37)
or
4=C (" Fow - K,Du). (39)
Thefoot isdriven to adesired Cartesian position using alinearly increasing stiffness with
time,
Foot = t K (Proot/d = Proota) - (39)

Once the absolute difference between actual and desired foot positions drops below some
desired tolerance, Eq. (38) shows that q will converge to a static equilibrium
configuration. The main problem with this method is that the conditions that guarantee
convergence to the primary locus are unknown. AsFigure 17 shows for the SRM, this

guasi-static method deviates at first from the primary locus, following ajoint-space path
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similar to the minimum joint-space velocity method. Because of Eg. (39), this method
attemptsto “clamp” the end effector to the xq = -1 manifold. Only as an after effect does
the system, according to Eg. (38), move to a minimum energy, or static equilibrium,
position on the primary locus. Because of this behavior, it is possible with certain
parameters to cause convergence to the secondary locus, which is erroneous by
definition. | addressthisissue for Robot 3 in the Results section below. Themain
benefit of the quasi-static method isin dealing with joint limits during simulation.
Straightforward rules can be implemented that correspond to physical intuition. For
instance, to prevent g from converging to joint angles outside the allowable joint ranges,

joint limits are s mulated:

if g3 g, and¢@ >0,then ® 0,dsoif g £q,. and @, <0,theng ® 0. (40)

In thisway, even if one or several joint limits are encountered, the quasi-static method
still convergesto alocal strain energy minimum®®.

The Sergji method is based on the configuration control scheme asillustrated by
Homayoun Sergji ([1], originaly presented in[9]). In genera terms, Figure 18 depicts
the basics of this schemein block diagram form. The Seraji method handles online

redundant manipulator control. The scheme controls the augmented task-space vector Y,

é:)foot/a((q)l:I
Y=g-2o 0 41
€ f@ § “

where proor/a IS @nalogous (for our purposes) to end effector position, and f (q) are the N-

M “self motion” task functions discussed previously. Notice that this method requires no

16 But the definition of the primary locus changes along ajoint limit boundary.
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Figure 18: Block diagram of Sergji redundant manipulator control. An augmented task-
space vector, Y, consisting of end effector position aswell as (N-M) task functions, isfed
back for PD control to produce a corrective augmented wrench vector, Fa. Augmented
Jacobians transform F into joint torques, t, and joint positions and velocities into
augmented task-space velocity. Kp and Kp are NxN matrices of proportional and
derivative gains respectively.

inverses, especially of Ja, which isone of its main benefits. A smplified version, which

we will be able to compare to the quasi-static method, makes the following assignments:

Kp = 0, “Robot Dynamics’ b ¢=C;'t, and

c

g<t 0w v _ Droot/d
p= . y Y =&

~
Ve

, (42

oC

and Kp isgenerally diagonal. Doing so leadsto the following closed-loop manipul ator
dynamics:

q=C; l[JTKt(pfoot,d - Proota) - I K (@) (43)
The second term inside the brackets of Eq. (43) indicates that this ssmplified Sergji
method triesto “clamp” (or more specifically “control”) the redundant motion of the
manipulator to the task constraint function(s). For the SRM example, this means

controlling the joint-space path to be arbitrarily close to the primary locus, while
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simultaneously moving the end effector to the xq = -1 manifold. In thisway, the quasi-
static and Seraji methods are somewhat complementary. But, like the quasi-static
method, the conditions that guarantee convergence to the primary manifold are unknown
(athough increasing Ky would seem to be a place to start).

At thispoint, it is reasonable to ask: Why employ simplified quasi-static
dynamics when this problem is, in its most direct form, purely kinematic? Both the
guasi-static and Seragji methods, which are energy methods, are inexact since they only
indirectly satisfy the goals of minimizing strain energy by appealing to physical intuition.
Thereason is that both of these methods build on the standard “from the right” weighted
pseudoinverse of the Jacobian®’,

J=ctJw@cta, (44)
where we could express avelocity form of Eq. (30) as

q=J Proot/d - (45)
Eq. (44) isthe well known minimum joint-space velocity pseudoinverse, such that using
it minimizes (dg" C; da)) or (4" C; ) for agiven dprooua OF Prooy/g- Theuseof C;* asthe
weight matrix is not accidental, since Egs. (44) and (45) represent the dynamics that
result from the quasi-static model, Eqg. (37), but with the joint-space springs removed and
only dampers acting. The critical problem with this pseudoinverseisitslack of
integrability [5] (although unfortunately, the SRM example cannot demonstrate this
because it only has one task-space DOF). Thus, in general, EQ. (23) is not realizable with

this method either.

1 Sometimes called the weighted Moore-Penrose pseudoinverse.
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One obvious exact method would be to use the augmented Jacobian, Ja, which, by
construction, is always sguare and invertible inside any possible region of interest. As
was derived for the SRM in Egs. (34)-(36), this seems to be the most direct method. A
practical difficulty arises though, and that is that Eq. (31) (or (32)) can produce
intractably complex expressions for the task functions, f (g)*8. Further, as Eq. (34)
demonstrates, one needsto find several partial derivatives of these functions (a process
that resists an equivalent numerical implementation), and, in order to preserve
integrability, approximations to these derivatives would be fundamentally incorrect. It
would seem then that most real-world implementations of Sergji’s method would use
simpler task functions to keep complexity low. For instance, controlling the elbow
position of aredundant anthropomorphic manipulator is made easier by the fact that the
elbow position isonly afunction of a subset (a minority, maybe) of al the joint angles.
Thisis certainly not the case with Eq. (31) or (32).

Mussa-Ivaldi and Hogan [10] have specified the exact algorithm for simulating
movements directly along the primary locus (or any locus for that matter) using a
modified Moore-Penrose pseudoinverse (MMP) of the Jacobian. Their pseudoinverse
contains the proper correction factor so that, given asmall displacement of the foot (end
effector) away from an equilibrium position, the corresponding joint-space displacement
results again in static equilibrium:

J=K -9 (K -9, (46)

where

18 Although simplifications can be made (which are not discussed in this thesis), the simplest two task
functions from Eq. (31) for afront leg of Robot 3, when expanded (using Mathematica s * Expand’
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M €2
Gb G,(‘: é ﬂ pfoot/ak
k=1 19,70;

I:foot,k ) (47)
or applied more directly to Robot 3 (M = 3, which are the three Cartesian components of

foot position),

2 2 2
_ ﬂ pfoot/ax ﬂ pfoot/a,y ﬂ pfoot/a,z

G" = ez
/ foot, x ﬂQpﬂCh foot,y ﬂQpﬂCh

(48)
flq,9a;

foot,z *

It is helpful to notice the similarity between Egs. (46) and (44), and to then observein
Figure 17 how the minimum joint-space velocity method always moves perpendicular to
the x4 manifolds, while the exact methods move on a corrected path'®. Mussa-Ivaldi and
Hogan refer to the NxN matrix, G, as a configuration dependent correction factor that
continuously modifies the new weight matrix, (K; — O™, This modification method,
called the MMP pseudoinverse, produces an integrable differential form of Eq. (23). It
has a number of important features worth mentioning.

The MMP pseudoinverse, Eq. (46), isthe Nullspace of J, where f (q) are derived
from Eq. (31) or (32). This makes the augmented Jacobian and the MM P complementary
methods.

The MMP method is much more practical than the augmented Jacobian for the
complex task of simulating minimum strain motion. Even working out Eq. (48), which

takes an additional partial derivative of the Jacobian, is very manageable.

function), contain 235 and 320 terms respectively.

19 The corrected path is the primary locus. For the SRM, thisisthat collection of pointsin joint-space
where the line of J' passes directly through the unloaded equilibrium position. This appliesto all other
loci aswell. Recall that J' isthe local x4 manifold normal vector, while is general terms, J' represents a

hyperplane.
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Gisafunction of the end effector force. The implementation details for the MMP
method, as described in [10], call for starting from the unloaded equilibrium position and
simultaneously updating the joint angles (q) and the end effector force (Froot) according to

Ohnew = Qold + J dProovs,  Where J™ isfrom Eq. (46), (49)
and
Frootnew = Froot,old + (3 (Kj — &)™ I dproove. (50)
This, in my view, detracts slightly from the attractiveness of this approach, sinceit should
be possible to express the MM P pseudoinverse entirely from kinematics. Thisisin fact
the case, since, as noted previoudly, for any equilibrium position, Eq. (25) has a solution.
Therefore, we can replace Fioor in EQ. (47) with
Froot = (JJ) ™" JK; Dy (51)
which makes the MM P pseudoinverse solely afunction of g. It isimportant to remember
that Egs. (46) - (51) are only applicable for points already satisfying Egs. (31) and/or
(32), which iswhy we start at the unloaded equilibrium position. In fact, the MMP
pseudoinverse simply comes from a differential form of Eq. (25).

Regardless of which solution method is used, aslong as it convergesto the
primary locus the equilibrium configurations can be solved off-line and tabulated in a
look-up table. There are errors associated with interpolating between or extrapolating
away from tabulated values, especially if fine end effector control is needed. Fortunately,
few legged robots need fine foot position control. This argues for performing the

computationally intensive inverse kinematics solutions for Robot 3 off-line.
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5.6 A Biological Perspective: Animal-Like Movements

As mentioned earlier, biological observations suggest that animals use the
minimum potential energy configurationsto “solve”’ the redundancy problem. More
specificaly, | would submit that animals move their limbsin the neighborhood of (but
not exactly on) avoluntarily changeable primary locus as demonstrated (abstractly) with
the SRM. Some researchers have proposed the “passive motion paradigm” [11], which
suggests that limb movement is achieved by simulating an externally imposed
displacement on the end effector (e.g. the task of swinging aleg or reaching for
something), with the redundant limb moving so that potential energy in the compliance of
the actuatorsisminimized. Thisiswhat any of the aforementioned solution methods
accomplish. The details of the configuration changes of the limb are parameterized by,
among other things, the individual compliance properties of the actuators.

It isreasonable to ask at this point: Why spend so much time and energy solving
for equilibrium solutions when an animal, with springy tendons and muscles, or arobot,
with spring-like actuators (i.e. braided pneumatic actuators[12]), will converge to an
inherent solution naturally? There could be multiple valid answersto this question, but |
will choose one that isimportant to Robot 3. First, the question assumes that something
(the environment, probably) applies a Froor that puts the foot at the desired task-space
location. Thereis no guarantee that this happens, especially during the swing phase of
the leg when, presumable, Fioot = 0. Thus, the question does not address the very real
need to be able to place the foot of the redundant limb at a desired task-space |ocation.

The control system must solve or learn something that allows it to do this— it doesn’t just



74

happen. If we, for the sake of argument, assume that t represents a set of muscle or
actuator activations, and that the joint stiffnesses, K;, are constant, then it is possible for
the control system to use the unique mapping
Froot = Froot(Proot/d), (52)
inaregion in which Ja is nonsingular, to generate muscle activations according to
t =J" Froot, (53)
which, acting on this spring-laden manipulator, will place the foot at prooya. 1N this sense,
Froot doesn’t represent an actual force but a control system variable that maps a desired
foot position. Thus, to answer the previous question, the solution methods discussed
above, particularly Egs. (46) - (48), (49), and (51) describe the procedure for finding an
Eq. (52) for any particular redundant animal-like limb (alimb that also satisfies the
singularity issues discussed above). Thereason Eqg. (23) isused instead of EqQ. (52) is
that greater control flexibility is available for Robot 3 by having, on-hand, joint angle set-
points for agiven prooyg. Once found, Eq. (23) leadstrivially to activations for (constant
rate) spring-like actuators,
t =Kj Dg = K| (a(Proot/d) — Grr)- 4
This entire notion becomes very interesting and more animal-like when we alow the
joint-space stiffnesses to be changed with activation level, which isatopic for future

work.
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5.7 Neural-Network I mplementation

Using aneura-network at this juncture can bejustified in four ways. First,
hidden-layer feed-forward neural-networks are reasonably good function estimators, and
provide convenient ways to embody, in asingle operator, alook-up table. Second, itis
reasonabl e to assume that the tabular results of the simulations discussed above come
from a continuous smooth function (if the simulation converged to the primary locus) and
are therefore well behaved. Third, in the future, the inverse problem of relating the
structure of the trained neural-network (specifically connection weights) to the leg
kinematics may prove very useful. Finally, for thisapplication, itisasmall step to
reproduce a pseudoinverse Jacobian from the trained neural network.

With initial conditions set to q(0) = gmr, and knowing the leg kinematics, the
guasi-static simulation method is repeated off-line for athree-dimension Cartesian grid of
desired foot positions inside the workspace of the leg. Using back-propagation, asingle-
hidden-layer feed-forward neural-network was trained to reproduce the mapping from
these desired Cartesian foot positions to optimal joint angles. Sigmoidal activation
functions were used for the hidden-layer neurons, with three of these neurons for each
joint-space DOF. Offsetsfor the hidden-layer neurons were included in the input weight
layer with afourth, constant input equal to 1. Both input and output values of the neural-
network were scaled to be between £1, with rescaled outputs being used asjoint angle
set-pointsin the controller of Robot 3.

Mathematically, if the input and output scale factors are incorporated into their

respective weight layers, the output of the neural-network can be represented by
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q =W, sig(net) , where net =W, goio_it_/ d E =)
u

e
and sig(x) is assumed to operate on vectors element-by-element. Taking atime

derivative of equation (55), we get

q = WO DSlG(net) WI( pfoot/d ' (56)
where
e}jsig(netl) 0 0 u
é . u
< 0 dsig(net 0 .
DSIG(net) =€ | g(. 2) . . u, (57)
§ : : .. : U
é . u
g O 0 - dsg(nety )

Eq. (56) defines an approximate pseudoinverse of the Jacobian matrix,
J =W, DSIG(net) Wg. (58)

Asonewould expect, as“net” isafunction of foot position, so asoisthe
pseudoinverse. By specifying desired foot positions as well as foot velocities, the trained
neural network can be used for both position and velocity control of the joints. The
precision of this approach, specifically the error between the desired foot trgjectory and
that resulting from the output of the neural-network, will depend on the tolerances used in
training the neural-network. From an on-line computational cost perspective, given
adequate training (proportional to the accuracy needs of the robot), Eq. (58) represents a
significant computational savings over an exact pseudoinverse method, especially

considering it is solely afunction of desired foot position.
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Figure 19: Partial overhead view of Robot 3 showing | eft
front leg x-y coordinate system used for inverse kinematics
studies. The originisthe body-coxajoint, which iswhere
the leg attachesto the body. Thisview looksin the—z
direction.

5.8 Resultsand Conclusions

The coordinate system convention used with Robot 3 isasfollows: +x = forward,
+y = left, +z = up. The reachable workspace of the left front leg foot of Robot 3 (in this
case, thefoot istaken asthetibia-tarsisjoint), from the shoulder or body-coxajoint, isa
complex shape contained inside abox of approximately: +8in>x >-13in, +13in>y > -
7in,+3in>z>-12in.

Inside this workspace, the quasi-static simulation solution method discussed

above, with joint limit detection (Eg. (40)), was used to find stable equilibrium solutions
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for 152 desired foot positionsin a Cartesian grid with a 2 inch spacing (2x2x2 inch
cubes). The simulations were completed with typical final errors between actual and
desired foot positions of less than 1/100 of an inch, although some foot positions on the
fringes of the workspace resulted in greater errors. In al cases, the network was trained
to the final achieved foot position, not desired. After neural-network training, typical

foot position error (between desired, or network input, and achieved, or that resulting
from network output) was less than 1/20 of aninch. No efforts were taken to rigorously
characterize the performance of the neural-network, asit was deemed sufficient for Robot
3.

In order to check whether the equilibrium solutions found using the quasi-static
method were on the primary locus, the MM P method, without joint limit detection, was
used to simul ate the same movements. The results indicated that the quasi-static method
did indeed converge to the primary locus for all solutionsinside the reachable joint-space.
The only differences occurred when the primary locus solution called for ajoint-space
location outside the reachable region. In these cases, the quasi-static method slides along
the joint limit boundary until a minimum energy solution is found, while the MMP
method ignored the boundaries. In the future, | would like to examine the correct ways to
modify the exact method to account for joint limits during simulated movement. One
obvious shortcut would be to increase the appropriate joint stiffness exponentialy at the
corresponding joint-space boundary, although, in my experience, this can lead to some
numerical problems. Ultimately, the issues of singularities and solution uniqueness need

to be reexamined aong joint-space boundaries.
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Figure 20 and Figure 21 show test runs of the neural network for two given foot
trgectoriesin the x-y plane (proord,z = -6 inches below the shoulder). InFigure 20, the
desired foot position traces a5 inch radius circle (shown), while in Figure 21, the foot

tracesa 7 x 7 inch square (shown). In the case of the circle, the maximum £z error was

+0.51/-0.25 inches, and for the square, maximum xz error was +0.26 / -0.17 inches.
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Figure 20: Desired circular foot path vs. neural-network output. The
trained neural-network outputs joint angles for desired foot positions along
a5inchradiuscircular path in the x-y plane, with proor/d,z = -6 inches
below the body-coxajoint. Thesejoint anglesresult in aslightly distorted
actual foot position path.
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Figure 21: Desired square foot path vs. neural-network output. The
trained neural-network outputs joint angles for desired foot positions along
a 7x7 inch sguare path in the x-y plane, with prooyd,z = -6 inches below the
body-coxajoint. Thesejoint anglesresultin adlightly distorted actual
foot position path.
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As an example case, for the arbitrary desired foot position of proova = {-1,9,-5}
inches, the actual foot position of prooya = {-0.89, 9.09, -5.13} inchesis achieved.
Calculating an approximate pseudoinverse using Eq. (58) for the same arbitrary desired
foot position, and premultiplying by the actual Jacobian for the leg configuration
resulting from Eqg. (55), produces

€107 -016 0260
JJ :g- 003 101 - 0.023. (59)
002 -004 092§

If the pseudoinverse was exact, the above would be the identity matrix. Thus, for the

arbitrary desired foot velocity of p;,..,4 ={1,1,1} in/s, the actual foot velocity of p;,; .

={1.16, 0.97, 0.91} in/sisachieved. Theseresultsare typical throughout the workspace
with errorsincreasing slightly at the fringes. 1n the future, the target points for the quasi-
static simulation should be taken from aregion artificially enlarged over the normal
workspace, thus deliberately reaching for points outside the workspace. Training the
neural-network on this “oversized” mapping may be more difficult, but should also help
to decrease the over-sensitivity, or position errors, of the network to desired foot
positions at the edges of the workspace.

A natural question isto ask how the approximate pseudoinverse derived above
compares with the exact pseudoinverse, EQ. (46). The results were crudely approximate
for several arbitrary test points throughout the workspace. This was expected because of
the approximate nature of this simple neural-network scheme. Practicaly, | find the
trade-offs between this approximate method (online computational speed) and an exact

method (kinematic precision) to be quite worthwhile. Of course once joint-space
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boundary issues are resolved, tabular results could be obtained through the exact method
and mated with a neural-network to achieve the same.

A second natural question isto compare the joint-space trajectories of this method
with actual kinematics from a Blaberus cockroach. A partia investigation and
comparison was performed [13] and the results were remarkabl e (see Figure 22). Forceps
were used to move thetibia-tarsisjoint of adeinnervated left front cockroach leg through
awaking cycle motion. The motion was filmed and digitized to produce joint-space
trgectories and scaled foot motions. Even using independent, linear joint-space
compliance functions, trajectories for the four proximal joints compared well. The
femur-tibiajoint trajectory did not compare well though, and it is most likely the case that
these joint-space compliance functions are too simplistic, or (more likely), the forceps
applied an unknown environmental moment to the tibia.

The scheme described in this chapter is being used for the locomotion controller
for Robot 3. With the robot suspended by tethers, and the neural-networks supplying
joint-space set-points for local position control loops, Cruse-based leg coordination
mechanisms [14] (also see Appendix) cause the robot to swim in a smooth tripod gait

(see Figure 23).
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Figure 22: Neural-network to cockroach comparison. Forceps were used to move the
tibia-tarsisjoint of adeinnervated left front cockroach leg through awalking cycle
motion. The motion was filmed and digitized to produce joint angle trajectories (dark
lines) and scaled foot motion. Thisfoot motion was then used as input to the neural-
network to produce optimal joint angle trajectories for comparison (light lines). The
poorer fit of the FT trace may have two possible sources: the joint compliance functions
weretoo simple, or the forceps applied an unknown environmental moment to the tibia.



Figure 23: Snapshots of Robot 3 air-walking in atripod gait. The sequence of snapshots,
cropped from digital video of the robot, goes from left to right, top to bottom. In thefirst
snapshot, the near-side middle leg isin stance while the front and rear legs transition to
swing. In the second snapshot, the front and rear legs are in full swing. In the third
snapshot, they transition into stance, whilein the fourth snapshot, the middle leg
transitions to swing.



Chapter 6

L ocal Control Implementation Details

In this chapter, | will discuss some of the details of local control implementation
for Robot 3. | will begin by describing the current control system setup, including
improvements and implications in the way the higher and lower level controllers work
together. An overview of two different detailed revisions of the low level controller will
then be given. The chapter will conclude with a discussion of and comparison between

severa different PWM implementations as well as afeasible PFM implementation.

6.1 Improvementsin the Robot 3 control system

AsFigure 11 shows, the posture controller for Robot 3 was originally
implemented in atriangular control system setup. And as the results of just posture
control indicated, it was clear that a more hierarchical system was needed — one that had
distinct high and low level controllers that could each perform separate yet overlapping
tasks at different speeds. | envisioned that the lower level control (LLC) would be closest
to the physical robot and would perform stereotyped but adjustable tasks as rapidly as
possible. Thiswould include spring-like position control of individual joints. In order to
realize this, the LLC would be responsible for reading the sensors of the robot, making

this afferent data available to the high level controller (HLC), and rapidly adjusting duty
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Various commands (set-points, Valve
gains, feedforward forces, etc.) commands
PC#1 l PC#2 l
_ —> —>
HighLevel | | Lowlevel || Robot3
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Direct afferent copy of Sensor
sensor data feedback

Figure 24: Improved basic control system setup. PC#1 (500MHz Pentium), which runs
the high level controller (HLC), performs longer latency, higher complexity calculations
(such as posture control) and issues any of avariety of commands or guidelines to PC#2
(127MHz AMD) which is running the low level controller (LLC). The HLCisaso
responsible for setting LL C parameters such as control loop gains and set-points. The
LLC performs all data acquisition of sensor feedback and commands the valves of the
robot. It also directly copies sensor datato the HLC.

cycles and valve commands to the robot in response to this feedback. This ultimately
meant that the HL C would no longer have direct access to the physical robot. Therefore,
| transitioned the control system to the basic setup shown in Figure 24.

Figure 25 and Figure 26 further unpack what is happening inside both the HLC
andthe LLC. The HLC consists of two separate processes. The main process, which
runsin the lower priority background, is the code of the controller itself. Thisiswhere
posture control, etc., and user interfacing take place. The secondary process, which runs
as an interrupt service routine (1SR), handles communication withthe LLC. Thisis
called the*Com ISR”. The Com ISR services the background control process by
quickly, with aminimum of overhead, sending control information to the LLC and
receiving and buffering sensor datafrom the LLC. The LLC consists of three processes.

A low priority background process performs certain non-time-critical and more complex
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Figure 25: Control system communications structure. The HLC consists of two
processes: alower priority background process running the actual HLC code and a higher
priority communications ISR (Com ISR). The LLC consists of three processes: alower
priority background process that performs certain non-time-critical calculations as well as
moving data to and from the Com ISR buffers and memory, amiddle priority process (the
Com ISR), and a high level PWM ISR which does elementary control calculations, A/D
conversions and valve commanding. One problem with this setup isthat the flow of data
to and from the PWM ISR to the HLC is handled by the low priority background process.

calculations, such as calculating the Jacobian of each leg. A middle priority process, the
communications ISR (Com ISR), is responsible for communication with the HLC. The
highest priority processisthe PWM ISR, whichisthe core of the LLC. The PWM ISR
reads sensors, performs control calculations, and commands valves.

The communications structure depicted in Figure 25 suffered from a priority
bottleneck which adversely affected the speed with which the HLC could talk with the
PWM ISR. Theflow of datato and from the PWM ISR is handled by the background,
which isthe lowest priority process of the LLC. Figure 26 shows how the

communications system was changed to avoid this problem. The Com ISR was rewritten
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Figure 26: Improved control system communications structure. Thisis an improvement
on the structure in Figure 25. Now the LLC PWM ISR not only stores sensor datain
memory but it also directly copies this same data to the serial communications transmit
(Tx) FIFO buffer for immediate dispatch to the HLC. Also, both the HLC and LLC Com
| SRs directly access memory through structured buffers. Asaresult, the LLC
background processis no longer involved in data flow. Flow control isimplemented
from the HLC to the LLC so that the HLC can dump arbitrarily large chunks of datainto
the Com ISR transmit buffer.

such that it could receive structured data streams, assemble the individual pieces of data,
and directly copy these into system memory. For instance, the PWM ISR not only stores
sensor datafor useinthe LLC, it also copiesthis datadirectly to the 16 byte transmit
FIFO of the UART serial communication link. The HLC Com ISR assembl es this data as
it isreceived and copies completed data valves into memory to be used by the HLC. The
same method is used in the opposite direction, except that flow control isimplemented so
that the rather busy LLC is not overwhelmed with data. With this setup, afull posture

control update is possible every PWM period a 80 Hz (whichis 12.5 ms).
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The PWM | SR aso operates such that the low level controller updates duty cycles
at the PWM frequency. In other words, at the beginning of every PWM period for each
valve, the LLC has calculated a new duty cycle based on new sensor feedback taken at
that time. Because the pneumatic valves can only operate in the 50-100 Hz range, time
division multiplexing makes this optimized update scheme possible. Figure 27 depicts

and explainsthis process.
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Figure 27: Time division multiplexing as applied to Robot 3. At 80 Hz PWM, there are
80 PWM periodsin one second. Each PWM period isdivided into 125 nsintervals by
100 PWM interrupts, which occur at 8 kHz. The PWM ISR alternates between different
tasks on each interrupt. When all the sensors needed for calculating the control law for a
group of valves areread (i.e. the duty cyclesfor the valves tha run ajoint), the PWM
period for those valves begins. Thereisaone PWM interrupt delay from the beginning
(end) of the PWM period and the ON(OFF) valve commands. Thisis because the valve
commands are issued at the beginning of that PWM interrupt in order that the interval
timing of the duty cycle be precise. When the PWM period compl etes, the entire process
IS repeated.
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Figure 28, which corresponds to Figure 25, shows a detailed system diagram of
how the LLC and robot interfaced before the communications improvements were made.
Hereisabrief overview of this system. The bottom box, labeled “Robot 3", consists of
the electronics and physical robot. The electronics are essentially the same as those
depicted in Figure 12 except for the inclusion of low passfilters (“L.P.F’) on the strain
gage signals®. The LLC interfaces with the robot through the 12 bit A/D card and a 48
channel digital 1/0 card (“D 1/O”). The three processes of the LLC communicate through
memory, which is conceptually divided into “high”, “background”, and “PWM ISR”
levels. Insidethe PWM ISR, the counter “global_cycle time” isused to schedule the
various interrupt actionsin time. The variable “chan” represents which A/D channel is
being accessed during the | SR execution. Asindicated previously, when triggered, the
first thing the PWM ISR doesisissue valve commands. These commands were updated
during the previous interrupt according to the current duty cycles produced by the control

system.

2 These strain gages are the three half-bridge load cells that measure foot force. They are not the gages
indicated in Figure 12, which were removed from the robot.
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Figure 28: Low level controller details corresponding to Figure 25. Seetext for details.



The background processis continuously calculating several essentia kinematic
transformations, such as Jacobians and joint linkage transmission factors. Even though
thisis abackground process on the LLC, thisis considerably faster than having the HLC
calculate these quantities for the LL C (which would involve shipping the necessary
sensor datato the HL C, and shipping the kinematic values back). Before the
communication fix discussed in Figure 26, the LL C was itself controlled by “command
message(s)” issued by the HLC. Those command messages corresponded to “command
programs’, each of which performed “send”, “recv(receive)”, or “enable/disable” actions.
For instance, in order for the HLC to get sensor data, it would send a command message
to the LLC, which would cause the background process to send the requested data to the
Communications | SR, where it was dispatched to the HLC. This system, though
suffering from the af orementioned problem, worked well in terms of avoiding memory
usage conflicts and communications flow control issues. Infact, the air-waking local
control results discussed in Chapter 5 used this setup.

Figure 29 corresponds to Figure 26. Here, the LLC communications bottleneck
has been removed by having the PWM | SR send sensor datadirectly to the serial
communications link (“UART”). Also, the Com ISR assemblesincoming datain a
“structured rec(eive) buffer” and then copies this datainto the appropriate “high level”

memory location.
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Figure 29: Low level controller details corresponding to Figure 26. Seetext for details.
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Finally, it isonly fair to note that the 115200 bps serial link may be considered a
communications bottleneck itself. It turns out to not be a serious limitation. The serial
link can send one byte of datain just under 87 ns. Thus, pure communications time for
sending the entire sensor data set (84 bytes), plustime (4 bytes), tothe HLC is
approximately 7.7 ms. Because the Com ISR aso implements a short-float datatype (a
16 bit float), it is possible to send six posture control foot forces back tothe LLC in
approximately 3.1 ms. Thusthe total communications time is approximately 10.8 ms,
which islessthan asingle PWM period. Asmentioned previously, for future projects |
have actively endorsed a transition to real-time Linux because it should be possible to run

both the HLC and LL C on a single powerful desktop computer.

6.2 Pulseactuation implementation issues

After being energized from afully deenergized state, the solenoid valves used on
Robot 3 (Matrix 750 series, three-way, 8 channel, made by Matrix S.p.A of Italy), when
pressurized at 100 psig, take about 4 msto open. The valves take about 1 msto close
after being deenergized from afully energized state. The implications of this are that the
actual duty cycle, that being the period of time when the physical valve is open, is
different from the commanded duty cycle, which isthe electrical driving signal sent to
thevalve. If we assume that the opening and closing events are instantaneous, then at 50
and 80 Hz PWM, the relationships shown in Figure 30 exist between commanded and

actual duty cycles. For thisidealized valve, commanded duty cycles less than the open
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Figure 30: Relationship between commanded and actual duty cycles dueto valve
delay properties. The valvesare Matrix 750 series (8 channel) three-way solenoid
valves. When pressurized to 100 psig, the open delay is approximately 4 ms,
while the close delay isslightly under 1 ms.

response time never open the valve. Once the valveisopen, it isnot possible to produce
duty cycleslessthan the close time. The opposite effect happens for large duty cycles
approaching 100%.

One aspect of this behavior that could be important to Robot 3 and future robotsis
the noticeable shrinkage of the linear sloped region in Figure 30 as PWM frequency
increases. Thisisexpected since asthe PWM period decreases, the valve delays become
alarger percentage of this duration. Asaresult, it appears from my experience that the
variability from valve to valve increases with PWM frequency, which is generally

unhelpful for resolving control issues. In thissense, in the future it may actually be better
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to use lower PWM frequencies, and use some the issues discussed below in this section to
recover the lost bandwidth.

The open delay value was verified by measuring, with an oscilloscope, the voltage
drop across alow resistance electrically in serieswith the valve. Aninductive transient,
or “kick”, could be observed when the shutter of the valve opened (see [1] for more
details). Of course, thislittle trick meant that | could observe the el ectromechanical
behavior of the valve in the discontinuous regions of Figure 30. Figure 31 showsthe
results of thisinvestigation for 80 Hz PWM.

The best way to interpret Figure 31 is to choose a commanded duty cycle along
the x axis, and to then follow events up the plot with time. Consider a 50 % commanded
duty cycle. Attime=0, thevalve startsfrom acold start and isenergized. At
normalized time = 0.32, which is4 msinto an 80 Hz PWM period, the valve opens. At
normalized time = 0.5, the valve is deenergized, and at normalized time = 0.58 the valve
closes. (Theclosetimeis 1 ms after the deenergizing time, which is 0.08 in normalized
time for 80 Hz PWM.) This processis repeated for the next PWM period. Asthisplot
indicates, things change for commanded duty cycles above 92 %. Since the actual close
time now comes after the new commanded open time, there is some energy still stored in
thevalve. Asaconsequence, the valve takeslesstimeto open. The higher the
commanded duty cycle above 92 %, the lower the open delay of the valve until, at 98 %,
the valve stays open continuously. Thisresult seemsto verify the 1 ms closetime for the
valves, since this effect begins around 92 %, leaving 1 ms of 80 Hz PWM period

available before the next energize command.
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Figure 31: The effects of valve delays on actual open and close times at 80 Hz PWM.

The bold horizontal lines represent when the valve is energized, while the bold sloped
lines represent when the valve is deenergized. The respective light lines represent when
the valve opens or closes. Given acommanded duty cycle, the valve takes 32% (4ms) of
the PWM period to open from a cold start, and 8% (1ms) to close after being
deenergized. For commanded duty cycles above 92%, this close delay advances the open
time substantially.
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Figure 32: Warping valve command times to normalize actual valve open time.
By dliding normalized time for commanded duty cycles above 92%, it is possible
to cause the valve to open at the same time each PWM period.
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This behavior suggests away in which the 4 ms delay of the valve can be
effectively canceled. Consider Figure 32. Theinterpretation of this figure follows from
Figure 31. Consider commanded duty cycles above 92 %. By “dliding”, or warping, the
time axes for duty cyclesinthisregion, it is possible to cause the valve to open at the
same time during each PWM period. This“diding” smply means delaying the
commanded deenergize and energize times. The actual valve open time now becomes

the beginning of the PWM period, and we now think in terms of actual valve open time

1t <7 valveopens
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0.9 /

0.87

0.7 energize //
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Figure 33: Vave pretensioning timing curves for 80 Hz predicted PWM. The
“New PWM period” is now bounded by when the valve actually opens, not the
valve commands. The once-per-PWM-period control loop update is now
performed when the valve opens. If the control law calls for duty cycles below
the valve open delay (32% at 80 Hz PWM), the valve is deenergized immediately
and the active force output of the actuator is negligible.



102

and not commanded valve open time. Figure 33 shows the scheme asit is currently used
on Robot 3. By performing the once-per-PWM-period control loop update (basically a
sensor read) at the actual open time, instead of the commanded open time, some control
bandwidth can be recovered, albeit a small amount (and every bit counts!). | call this
“valve pretensioning” using “predicted PWM” because the scheme energizesthe valve
before the beginning of the PWM period in anticipation of the actual opentime. For
commanded duty cycles below the open delay time (32% for 80 Hz PWM), the valveis
still energized for this percentage of the PWM period but the active force output of the
actuator isnegligible.

Matlab/Simulink models have been used to verify this bandwidth improvement.
In fact, Simulink has been used to compare several different pulse actuation schemes,
including three different implementations of PWM, aswell as pulse-frequency-
modulation (PFM). Figure 34 shows each pulse actuation scheme and how they respond
to agiven changing input signal. |’ ve called the schemes simple PWM, continuous

PWM, predicted PWM, and PFM.
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Figure 34: Four different pulse actuation schemes. These results are examples taken
from the simulation depicted in Figure 35. The input signal is a 15 Hz sinusoid that was
chosen to exaggerate the differences between the different schemes. Also, a50 Hz PWM
counter signal (saw-tooth) is shown with the input signal for reference.
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The plotsin thisfigure are taken from Simulink models such as that shown in
Figure 35. The pulse actuation scheme box (in this case “simple PWM”) takes as input
commanded duty cycle (“CDC”), aPWM frequency (“PWM freq”), and outputs a
commanded pulsetrain (“CPT”) which isabinary signal of valve commands (ON/OFF
or energize/deenergize) versustime. This CPT isthen fed into an * Electromechanical
Valve Mode” which empirically models the valve delay properties discussed previoudly.
The output of thisbox isan actual pulsetrain (“APT”) which isabinary signal of actual
valve open/close states versus time. This model includes both the open and close delay
behaviors, and it also approximates the high duty cycle behavior discussed previously in
Figure 31. Figure 36 depicts the inner workings of the valve model. The model uses an
informally defined ‘ current’ (not shown) asits state variable. A unity CPT input triggers
the “Charge” first-order dynamics of the valve current, which, when reaching a threshold

causes the valve to open (APT goesto 1 or open). When the CPT input dropsto zero, the

input
| CDC
Vj CPT P CPT 2 ]
Sine Wave FRire pres
= Electramechanical
£ | simple PYWM Valve Model
50

Constant

Figure 35: Pulse actuation behavior smulation. The“simple PWM” box performs
simple PWM (seetext) based on a commanded duty cycle (“CDC”) and aPWM
frequency (“PWM freq”), outputting a commanded pulsetrain (“*CPT”). The CPT isfed
into an “Electromechanical Valve Model” which outputs an actual pulsetrain (*APT”)
which isthe actual valve open/close state signal.
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Figure 36: Electromechanical valve model. Thisisthe inner workings of the valve
model from Figure 35. Based on the value of CPT, the “Charge” or “Discharge’
dynamics operate after exchanging their state value at the time of CPT switching. The
output of the model isthe actual pulsetrain (“APT”) which isthe valve open/close state
signal. Thismodel approximates the high duty cycle behavior depicted in Figure 31.

“Discharge” phase takes over based on the value of the current at the time of switching,
dropping the current linearly to zero. The valve closes (APT goesto O or close) when the
current reaches zero. If the CPT turns on again, the charge dynamics take over based on
the value of the current at the time of switching.

Returning to Figure 34, | will now explain the different pulse actuation schemes.
Theinput signal isa 15 Hz sinusoid that varies between 0 and 100. The sinusoid
frequency is deliberately elevated so that the differences between the pulse schemes can
be exaggerated. Also, a’50 Hz saw-tooth function, which isjust aPWM counter, is

shown with the input signal for reference purposes.
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Simple PWM: Thisis PWM as normally understood and (supposedly)
implemented. Theinput signal is sampled only at the beginning of each PWM period.
That sample becomes the commanded duty cycle for that period.

Continuous PWM: At first glance, this scheme doesn’t make much sense and

there’ savalid question asto whether it can be considered PWM at all. Yet, it may often
be the case that PWM is unknowingly implemented in thisway. In anutshell, continuous
PWM isthe pulse signal that results from setting the CPT high whenever the saw-tooth
function is below the input signal, and then setting the CPT low otherwise. Thus, it looks
like ssimple PWM except that the input signal is sampled continuously.

Predicted PWM: Thisisvalve pretensioning. The schemeisequivalent to smple

PWM except that the input signal is sampled at the point when the valve actually opens.

PEM: Thisis pulse-frequency-modulation with a 10 ms pulse time. With this
scheme, the input signal is considered a commanded pul se frequency between 0 and 100
Hz (100 Hz being the saturation frequency for 10 ms pulses). PFM is sometimes called
pulse position modulation (PPM) [2].

At first, it seemsthat thinking of PWM schemesin this fashion ismisguided. The
whole PWM idea assumes that the pulse frequencies are chosen to be sufficiently high so
that their upper frequency content isfiltered out by the lower frequency system dynamics.
But this assumption is undermined somewhat in the case of pneumatic actuation. For
instance, the motor driversfor Robot 2 used 40 kHz PWM. Taking into account the
aforementioned valve dynamics, the fastest one would want to drive avalve on Robot 3is
100 Hz, 400 times dlower then the motors. Still, (without qualification | will say that) the

inherent system dynamics of Robot 3's body are probably limited to just 5to 7 Hz of
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response bandwidth. Y et, asFigure 34 shows, there are significant differencesin the 50
Hz / 10 ms pulse actuation schemes at 15 Hz. So, to settle this argument, Simulink was
used to simulate two simplified antagonist pneumatic cylinders moving alightly damped
mass. The goal was to compare the open-loop frequency response of the different pulse
actuation schemes involved in the closed-loop control of the position of the mass. This
simulation is shown in Figure 37. The damped mass has a—3dB cutoff frequency of 10
Hz.

Aside from the components mentioned above, the output of the valve model (the
APT) isfed into asimplified air cylinder model®* (“ Simplified Air-Cyl Mode”). This
greatly simplified model captures the asymmetrical inflate and exhaust behavior of the
cylinder chambers (a behavior also pointed out in [3] and [4]). Theinflate dynamicsare
(50/(st+50)), which has an 8 Hz cutoff, while the exhaust dynamics are (30/(s+30)), which
has a4.8 Hz cutoff. In order to normalize the different pulse schemes, valve curves (see
Chapter 4) were generated for each. In other words, alook-up table from duty cycle (for
PWM) or frequency (for PFM) to steady-state force output was first found and then
implemented in each case. The result was that the magnitude responses versus frequency
of all the schemeswereidentical. Now the pulse schemes could be compared solely

based on their phase responses. The results of this are shown in Figure 39.

2 Since the purpose of this investigation is to compare the pulse actuation schemes, it seemed reasonable to
keep the rest of the simulation simplified (and perhaps unrealistic) but the same across the different test
Cases.
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Figure 37: Simulation used to compare the open-loop frequency response of different
pulse actuation schemes. Two simplified antagonistic air cylinder models move alightly
damped mass. The cylinders are inflated/exhausted by an electromechanical valve model
that is driven with different pul se actuation schemes.
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Figure 38: Greatly simplified air cylinder model. The inflate dynamics (50/(s+50)) are
dightly faster than the exhaust dynamics (30/(s+30)). The output is treated as a gage
pressure between 0 and 100 psig.

Does predicted PWM make a difference? The simulation resultsindicate that it
can. Ingenerd, if aclever pulse actuation scheme can recover phase (have less phase
lag) over asimpler implementation, then it will be possible to use higher gains with that
schemein the closed-loop system. This means that predicted PWM schemes will allow,
for instance, a position control loop to achieve a higher stiffness than would be possible
with simple PWM or PFM schemes. The amount of improvement probably depends on
the bandwidth of the driven system in comparison to the PWM frequency. The key
benefit of predicted PWM over the better performing continuous PWM isin substantially
lower implementation cost. Asan example consider Robot 3. To implement continuous
PWM, it would be necessary to sample all of the sensors at the PWM interrupt frequency,
since we want to determine whether any particular valve should be on or off at these
times. Predicted PWM, on the other hand, does not demand any more sensor feedback
than simple PWM, where it is only necessary to perform one (or asmall set of) sensor
read(s) per PWM interrupt (or small group of interrupts). So, for Robot 3, continuous

PWM would require an A/D card roughly capable of a 336 kHz sampling rate (42
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channels at 8 kHz, assuming 1% PWM resolution), while predicted PWM as
implemented on the robot samples at 4 kHz (or 3360 Hz averaged over the PWM period).
Those are significantly different A/D cards (or even A/D implementations) both in terms
of cost and programming complexity. This cost issue also adversely affects PFM.
Another interesting aspect of the resultsin Figure 39 isthe relative performance
of PFM. These schemes perform better than comparable rate simple PWM, yet not as
well as predicted PWM. Two aspects of PFM lead to this performance. First, once a
PFM pulse is generated, the control system cannot modify it own action for the duration
of the pulse. Thisisborne out in the similar performance of 100 Hz ssimple PWM and 10
ms pulse PFM, since they both sample their inputs at the same average rate. Second, itis
not possible to modify PFM in the same way that predicted PWM modifies on simple
PWM, since with PFM it is not possible to look into the future and determine when a
valve open command will beissued. Therefore, it isimpossible to pretension the valve
with PFM. Whether PFM can be modified in some other way, or other pulse actuation

schemes can be contrived, isatopic for future interested researchers to pursue.
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Chapter 7

Conclusions and Future Work

Robot 3isan ongoing project. Trueto its Type 4 designation (Chapter 2), itis
requiring much research. Thisfact, in my opinion, puts the work and research discussed
abovein aninteresting position. If | take a healthy critical view of my own work, then
mere honesty compels meto ask the following question. If these concepts and ideas do
not ultimately lead to awalking robot, arobot that walks and moves in an animal-like
manner, then are they relevant to the fields of legged robotics and legged locomotion
control? Infact, thisisaquestion that all Type 4 robot researchers need to consider. Itis
typical of the stresses that develop in any field that mingles the sciences and engineering.

My answer to this question isobvious. | believe that the principles discussed in
thisthesis are important to roboticists and biologists studying animal-like legged
locomotion and to getting arobot similar to Robot 3 to walk and move in an animal-like
manner. Unfortunately, aside from the results discussed above and the rational appeal of
the concepts themselves, the main justification has yet to be realized, that being anicely
walking robot. For thisreason, the topics of this chapter will be three-fold: ongoing
research, future work, and conclusions. The ongoing research will be discussed within
the future work, wherein | will briefly mention some experimental results that have yet to

be fully developed into a coherent principle. The future work will briefly discuss some of
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the issuesthat | believe need to be looked at to help the robot walk well. Inthe

conclusions section, | will review this project and some of the lessons |earned.

7.1 FutureWork

7.1.1 Open-loop control issues

One aspect of the current control system that has always been a source of doubt
for meisthe valve curves and their open-loop nature. The argument and justification for
their use was discussed in Chapter 4. Yet, therein | also partially and indirectly
implicated them in the poor performance of just posture control (with gait coordination)
in generating acceptable walking. Ultimately, without direct feedback of actuator force, |
believe that valve curves are necessary in abasic way since pneumatic cylinders are not
amicable to high-gain control to the same degree as electric motors. Even simple valve
curves, such asthose used in [3], tell the control system which commanded duty cycles
produce zero force output. Varseveld and Bone show that the velocity deadband around
zero control effort for a coactivated double-acting cylinder can be essentially eliminated
by using ssmple valve curves. They also use a coactivation technique that | use on Robot
3. When both sides of an actuator are activated to the same duty cycle, the passive
damping of the actuator is enhanced with increasing duty cycle[1]. Because of the three-
way valving, the stiffness of the actuator doesn’t change much. This coactivation
(typicaly 20-30% commanded duty cycle) makes for much smoother air-walking results.

One possible source of problems with the valve curvesis cross-talk, or pressure

and flow variations, between adjacent valves. The hoses and manifolds that bring high-
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pressure air to the solenoids represent atree-like pipe network of decreasing cross-
section. Asaresult, when any particular valve and actuator callsfor more air, thereis
necessarily less air available for adjacent valves and actuators. This situation could be
represented with amatrix expression, G Fp = Fa, where Fp is a48x1 vector of desired
forces from independent valve curves (functions of 48 commanded duty cycles, asin
Chapter 4), Fa isa48x1 vector of the actual force outputs of the actuators (here | define
an “actuator” asjust one side of the cylinder), and G is a 48x48 matrix of coefficients. So
far, the existing system assumes G to be the identity matrix, which is amost certainly not
the case. It may be worthwhile to determine to what degree G is non-diagonal. | believe
this could be one of the primary problems affecting the performance of the posture

control during the stance-swing transitions mentioned in Chapter 4.

7.1.2 What about those strain gages?

A curious reader may be wondering at this point what became of the three strain
gage load cells on each leg that alow for three axis foot force sensing. The answer is that
research continues in calibrating them and learning how to effectively use this
information. The calibration phase (for instance, eliminating spurious loads due to the air
hoses being flexed) has been mostly completed with the results of an experiment in which
posture control was used to make the robot stand, and the actual foot forces were used to
calculate an actual center-of-pressure location. Thislocation was found to be within 1
inch of the projected position (on the ground) of the body reference frame origin, which,

as Chapter 3 indicated, is approximately where the center-of-mass of the robot is located.
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In reality, asthe robot’ s legs move, the center-of-mass moves about in a*“cloud” or
region approximately centered on the body reference frame origin (at least in the x-y
plane). | consider thisresult to be agood indication that the load cells could be used for
posture control feedback, possibly feedback of the center-of-pressureitself. Inwhatever
case, | am wary of using the load cellsin explicit (proportional) force control at the leg
level due to well-known stability problems[2]. | feel that the load cells may be more

useful in a positive force feedback loop, which is discussed below.

7.1.3 Lead compensation

Figure 40 shows a simple control system that | believe represents some of the
fundamental actuator issues affecting Robot 3. This system corresponds to the physical
system depicted in the same figure, wherein amass is acted upon by an external force and
an actuator. The actuator, which consists of an active response component and a passive
damper in parallel, attaches to the mass through afictitious ‘tendon’. The tendon
includes aload sensor that measures the net force applied to the mass by the actuator.
The active portion of the actuator is, of course, activated by commands from afictitious
motor neuron (*MN"), that simply sums input from load and kinematic (position)
feedback loops. In the Matlab/Simulink simulation depicted here, | have arbitrarily
chosen the passive mass/damper system to have a cutoff (-3dB) frequency of 5 Hz, and
the active actuator response to cutoff at 15 Hz. Conceptually, the active response

represents how quickly air pressure can develop inside the cylinder.
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Figure 40: Conceptual system describing ways to improve the performance of Robot 3's
actuators. Theinset depicts amass acted on by an external force and a pneumatic
actuator. The actuator consists of passive damping, and an active response that describes
how quickly force, dueto air pressure, changes inside the actuator. A tendon, with
imbedded |oad sensor, attaches the actuator to the mass. Lead compensation of the
position control signal could allow for higher stiffnesses and better disturbance rejection.
Positive load feedback can provide rapid load compensation by augmenting both the
actuator’ s passive damping and the control system’s active stiffness.

It should be emphasized that at thistime, both this response and the amount of
damping in the actual systems on the robot are unknown. A future work areawould be to
study these systems on Robot 3 and ascertain some approximate values (or better models)
for these responses. In fact, it appears that one reason Protobot has been able to simply
walk isthat an effort was made to characterize the actuators such that some of their more
undesirable features could be compensated for. Thisisalso how future Protobot research
isprogressing [3]. Binnard [4], when working with the pneumatically actuated Boadicea,
used aform of lead compensation to improve the performance of his robot.

There are two aspectsto this system that are biologically inspired and relevant to

Robot 3. If we consider the case in which just proportional position control is used to
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regulate the position of the mass, then we can remove the lead compensator in Figure 40
and set the positive load feedback gain (‘G’) to zero. Inthis case, the system looks like a
mass-spring-damper but with the fundamental difference that the spring isrealized by the
control system and thus subject to the actuator response dynamics. The delay caused by
thiswill ultimately cause instability when the position control gain or stiffnessis
sufficiently large. Without compensation, the system isunstablefor K 3 b (b/m + wy),
where b is the actuator passive damping, m is the mass, and w; is the cutoff frequency of
the active actuator response (in this case, m = 1 mass unit, b = 2* p*5 mass units/sec, and
W, = 2* p* 15 rad/sec). Figure 41 shows the root locus for the uncompensated system.
Avoiding instability is of secondary importance to the fact that the actuator delay and the
amount of passive damping (or more precisely, the ratio b/m) dictate the largest stiffness
that we can achieve and still have areasonable response. Here, by reasonable response |
specifically mean a damping ratio (z) between 0.5 and 0.7. Increasing the stiffness
lowers the damping ratio as well as the apparent damping of the closed-loop system.
This resultsin more ringing or oscillation of the mass, which is precisely the behavior |
experience with Robot 3. Without compensation, the only way of avoiding thisis by

lowering the stiffness, which makes the robot too compliant.
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Figure 41: Effect of lead compensation on the root locus for the system depicted in
Figure 40 with G; = 0. The goal of the compensation isto alow for ahigher position
control gain or stiffness (‘K’) by moving the root locus away from the right-half plane.
The hatched region represents the desired closed-loop response. The compensated
system can achieve a much higher stiffness while maintaining a desirable response of
damping ratio, z = 0.5. Lead compensation basically approximates derivative control.

The hatched region in Figure 41 represents the minimum desired response that

one might be interested in achieving. Inthiscase, | have specified a minimum natural

frequency (wp) of 40 rad/sec (6.4 Hz), which means the system will respond faster
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(shorter rise time), and a damping ratio between 0.5 and 0.7. Clearly, without
compensation, no choice of stiffness will achieve this desired response. By introducing
lead compensation, we can move the root locus towards the hatched region as shown in
Figure41. Thelead compensation introduces a zero at —35 rad/sec (5.6 Hz) and a pole at
—85 rad/sec (13.5 Hz). The effect of the zero isto attract or pull the uncompensated locus
to the left, which corresponds to introducing some derivative control. The effect of the
poleisto filter out the higher frequency noise that inevitably results from the derivative.
Figure 42 shows how the lead compensator by itself responds to atrapezoidal input.
Biologically, thislead compensation is analogous to the behavior of the laand 11 muscle
spindle afferents that provide feedback for the stretch reflex.

There are at |east two design choices involved with lead compensation. Moving
the compensator zero too close to the uncompensated poles causes more overshoot and a
lower stiffness. Moving it too far down the negative real axis |leaves the uncompensated
system relatively unchanged. Moving the compensator pole in the same direction alows
noise to be amplified, while moving the pole back towards the zero again removes the
effectiveness of the compensation. Ultimately, thislead compensation isjust filtered
proportional position plus derivative control. The location of the compensator zero gives
independent control of the derivative feedback gain, while the location of the pole sets
the cutoff frequency of thefilter. The goal of future work will be to characterize the
actuation on Robot 3 and implement a lead compensator that will alow for higher

stiffness and better disturbance rejection.
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Figure 42: The response of the lead compensator ((1/35 s+ 1)/(1/85 s+ 1)) in Figure 40
to atrapezoidal input signal. The response signal encodes both the input and its rate of

change. Inthisway, lead compensation is analogousto the behavior of the muscle
spindle afferentsinvolved in the stretch reflex.

7.1.4 Postiveload feedback

Recently, evidence for positive load feedback of muscle or limb force has
generated considerable interest, most notably in [5, 6]. Thebasicideaisdepicted in
Figure 40. The net force output of the actuator is measured and fed back positively to the
active response portion of the actuator. The strength of the feedback is set by the gain Gy.

| will briefly describe some of the properties of this setup.
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For the system considered here, stable positive |oad feedback for G; 3 1isonly
possible when the mass is free to move and the actuator has some passive damping. For
Gt < 1 neither condition isrequired, and for practical reasons, considering Gs in thisrange
is probably more applicable to Robot 3. Therefore, | will limit the following discussion

to Gs £ 1. The core of the load feedback loop is the two input, one output system

depicted here:
u Wa
L oad feedback P i (a-G) W,
gan
+ tendon
U W, tendon =— force
1
S+W, force +
Actuator active S+ W,
response U, E——
U, > s+ (1-Gy) w,

where w; is the actuator active response cutoff frequency. The load feedback loop filters
(neuronal) motor commands, represented by u1, with a‘leaky’ integrator. This means

that for G £ 1, u; isincreasingly amplified with increasing Gr at frequencies below wj (or
more precisely, below w,,/G; (2- G;) ). At frequencies above w,, the u; signdl is

attenuated. If, for instance, u; represents a position dependent signal multiplied by a
stiffness, then this stiffness is amplified for frequenciesbelow (1 — Gr) wa. Above this
frequency, u; isintegrated to produce some integral control, such that at G; = 1, u; passes
through a pure integrator. This hasthe potential to cause some instability (atopic not
discussed here). It is reasonable to assume, though, that since both u; and Gy are chosen
by the control system, if this amplification effect is undesirable, it can be counteracted in

steady-state by premultiplying u; by (1 — G).
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The more interesting case involves u,, which represents all forces produced by the
passive properties of the actuator, such as viscous damping and/or springiness. This part
of the positive load feedback islag compensation (the opposite of lead compensation) of
the passive actuator forces. A typical caseisthat shown in Figure 40, where u, isthe
passive damping force of the actuator. In thiscase, for 0 < G; < 1, the effect of the
positive load feedback is to make the actuator behave like an apparent spring and damper
in series. The stiffnessof the apparent spring is (b wy), where b is the passive damping of
the actuator. The apparent damping becomes (b / (1 - Gy)). For frequencies below
(1 - Gf) wy, the apparent damper dominates the response. For frequencies above
(1 - Gf) wa but below wy, the spring dominates. Thisis exactly the response that results
from areal spring and damper in series, except that above w,, the actuator cannot respond
quickly enough and the behavior reverts to the actual passive damping of the actuator.
One potential benefit of thisresult isthat at low frequencies, the damping can be
enhanced by afactor of (1/ (1 — Gy)), which could help with disturbance rejection and
load compensation. Also, passivity (no net energy generation) is preserved even with the
normally destabilizing effects (discussed above) of actuator delay. Infact, at G =1, the
system becomes equivalent to the actual system but with a spring of stiffness (b wy)
replacing the active actuator response. Asaresult, even if the position control feedback
loop in Figure 40 isremoved (K = 0), crude position stabilization is possible by just
varying G.

| envision using some positive load feedback on Robot 3 by treating an entire leg

as the actuator in Figure 40, and the body of the robot as the mass. The component of the

foot force sensed by the strain gages along some preferred direction (possibly c; , and
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C*w from the posture control) could be used to effectively reproduce the simple single

DOF system we just studied above. But, several issues need further study before this: (i)
how does or should lead compensation and positive |oad feedback work together, (ii)
what about the valve curves and any uncertaintiestherein, (iii) how does or should
posture control work with load feedback, etc. While |l am convinced that |oad feedback,
and especially positive load feedback, play dominant rolesin legged locomotion, the
practical realization, both physically on the robot, and my conceptualization of it, takes

much time and effort to bring about.

7.1.5 Revalvingtherobot

Onefinal areaof possibly fruitful future work would be replacing the 48 three-
way valves on Robot 3 with 96 two-way valves (48 inlets and 48 exhausts). Thiswould
permit trapped air in the cylinders, leading to high (and adjustable) passive stiffness and
completely passive standing, with enhanced disturbance rejection. The complete set of

new valves would weigh about 35 - 45% more than the existing set of valves.

7.2 Conclusions

Obvioudly, the main purpose for designing and building a Type 4 legged robot is
to learn to make it locomote like the animal after which it was modeled. Once it walks
well on smooth surfaces, work should be done to make the robot climb obstacles,

negotiate rough terrain, or even run. Thisiswhy Robot 3 was created. But, as discussed
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in Chapter 2, we would a so like to realize these goals with as much biological relevance
aspossible. In my opinion, the results from Robot 3 so far suggest that this project still
has some distance to go in coming to the correct balance between biological relevance
and engineering feasibility. | do not know how far that distanceis, but | hope and believe
my work helps to decrease the gap.

After building alegged robot, the roboticist must decide on a control paradigm
that will make it perform the desired task of walking, climbing, or running. Sometimes,
and this should certainly be true of biologically inspired robots, alarge portion of this
control has already been imbued into the physical construction of the robot’ s frame,
actuation, and circuitry. Numerous examples of this are evident in the legged robotics
world, atypical example being [7]. One could say that the physical properties and
natural dynamics of such arobot can be exploited to make the task of walking easier to
achieve. Thisisindeed where bio-robotics should squarely sit, since thisisthe beautiful
design we seein walking animals - an intimate intertwining of the physical morphology
and natural dynamic behavior of an animal or robot (in its environment) with its active
neurological or logic based control algorithm.

It could be argued, though, that no one builds a device without designing into it
properties that help it to satisfy the very purpose for its existence. Otherwise, why build
it? And thisargument is certainly true. Yet, thereisasmall problem for the bio-
roboticist. Currently, scientists and engineers only understand in very small part how
animalswalk. In contrast, the what, asin “what they do”, isalarge and steadily
increasing knowledge base. If we don’t understand how animalswalk and run, it is

challenging to see exactly how the morphology of the “plant” is linked to the controller.
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In my opinion, theissue of having available muscle-like actuators for legged robotsis of
less importance than understanding how to use these actuators to generate efficient,
dynamic, and robust animal-like locomotion. Although the actuator will precede the
knowledge of how to useit, it is the knowledge that is more important.

The job of the bio-roboticist is to reverse engineer robots from animals. This
process happensin stages. Asascientist, the bio-roboticist needs to understand what is
currently known about the manner in which animals move (the “what they do” part) and
as much as possible about “how they do it”, based on everything from conjecture to firm
evidence. Thisincludestrying to piece together, as much as possible, knowledge about
how the physical make-up and behavior of animals links together with neural control of
their movement. Then, as an engineer, the bio-roboticist needs to turn around and assess
the expanding box of technology (i.e. actuators, sensors, materials, computers, etc.) that
iscurrently available for building feasible robots, and usefully mimic what has been
learned from the animal. After the robot has been built, the bio-roboticist will make the
opposite journey. Asan engineer, how can we design and execute a controller that can
make thisrobot, with its own unique set of physical properties, cope with the laws of
physics and walk successfully? As mentioned above, if the bio-roboticist has done
his’her job, the robot and its model animal should share some subset of physical
properties. The animal must also cope with the laws of physics, so how doesit handle
thisissue? Areideasthat make good engineering sense for controlling the walking of
this robot reflected in the behavior of animals?

Thisisthe story of Robot 3. Much was understood about the kinematics of the

Blaberus cockroach and the manner in which it moved, and Robot 3 mimics these
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features. At thetime, the chosen actuator system seemed to be the best alternative,
especialy in terms of force density compared to DC motors. Chapters 1 and 2 review the
rationale behind building Robot 3 and its relationship to other “articulated limb” legged
robots. Theinsightful quote by Holk Cruse on page 17 typifies, via contrast, what the
Type 4 approach hopes to achieve — a greater understanding of real animal legged
locomotion control by designing, building, testing, and controlling an animal-like robot to
behave in an animal-like manner. In this sense, and amost as a side effect but no less
important, this approach aims to produce a useful, agile legged robot.

After Robot 3 was built, it was timeto test it to understand itsinherent physical
properties and how they interacted with the laws of physics, then develop control laws
that both made sense in terms of these properties and reflected what was known about
how animals solve similar problems. Chapter 3 proposed a posture control algorithm that
not only works well on Robot 3, but isintuitive and straightforward. Chapter 4 explained
the implementation details behind the posture control and introduced the need for valve
curves. In retrospect, the poor performance of posture control with gait coordination to
generate acceptable walking should have been expected, suggesting the need for the
addition of local control. Chapter 5 developed the salient principles behind resolving, in
abiologically inspired way, the redundant inverse kinematics of Robot 3's legs, and
demonstrated a neural-network that provided joint angle set-points to move the limbsin
an animal-like fashion. Chapter 6 revealed the steps taken to overhaul the control system
into amore hierarchical structure, and the many details that lead to once-per-PWM-

period control loop updates. | also proposed “ predicted PWM”, which seeks to cancel the
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valve open delay via*“valve pretensioning”, and demonstrated (through simulation) the

relative performance of this scheme with other pulse actuation schemes.

7.3 Somelessonslear ned from Robot 3

Aside from the suggestions, observations, and conclusions mentioned throughout

Chapters 1 through 6, here are some overall lessons |earned during this entire process.

7.3.1 Carefully consider using pneumatic pulse actuation

The use and implementation of pneumatic actuation on alegged robot should be
considered carefully. Typically, implementations have involved using the
compressibility of trapped-air to generate beneficial springinessthat is lightweight and
adjustable [8]. Deviations from this mode of operation can be, but are not always,
problematic. One basic property of non-trapped-air pneumatic actuators, which we could
also call continuously or semi-continuously valve-operated pneumatic actuators, isthe
dynamics of airflow. For instance, the PWM of the valves on Robot 3 effectively adjust
pressure in the actuator (and hence force) viaflow control. The duty cycle, or pulse
width, isatemporal “valve’ between the power source, which is high-pressure air, and
the actuator. The remainder of the PWM cycleis another temporal “valve” between the
actuator and the atmosphere. Asaresult, compressed air must be transported in to and
out of the actuator to make it perform itsfunction. Thistakestime and isanonlinear

process, the dynamics of which are strongly dependent on the volume of, and pressure
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inside, the air reservoir of the actuator. (Thisalso couplesthe force production dynamics

of the actuator to its motion dynamics, kind of like real muscle!)

7.3.2 Carefully consider which sensorsto use

Asagenerd rule, in order to get high performance control out of systemslike
pul se actuated pneumatic actuators, rich and reliable sensor information isimportant.
Thisinformation can help to sufficiently characterize the behavior of the actuators, which
isaprelude to effective compensation. For instance, most of the joints on Robot 3 only
move through arelatively limited range. Therefore, the robot and control system
designer(s) should consider the A/D resolution, the sensor travel range, and the joint
range simultaneously, with the goal of maximizing the amount of information provided
by the sensor. This could be particularly helpful in producing a velocity signal from the
joint, either directly (with atachometer) or indirectly (with a potentiometer). And, as
mentioned previoudly, | believe we will eventually discover that reliable force feedback

isessential to the control of animal-like legged locomotion.

7.3.3 Simulate

Don't be afraid to go back to simulations even after the robot is built. Develop
the controller on asimulation and the robot simultaneously. Not doing this with Robot 3
was amistake. At one point, | considered programming a virtual Robot 3 that the actual

controller code would talk to asif it werethereal robot. Where the controller can make



130

the virtual robot work but not the real robot, using and modifying the simulation to
account for the gap in behavior would have been incredibly informative. Just the process
of bringing more realism to the simulation is teaching one about the robot.

Incrementally, the two paths give the control designer powerful leverage in developing a
successful robot and controller. Also, getting the ssmulation to work generates

motivation to get the robot to work.

7.3.4 Strivefor modularity and ruggedness

Everything on the robot should be as modular as possible, without compromising
the essential goal of working with an animal-like system. The more modular the robot,
theeasier itistofix. Also, modularity lendsitself to redesigns and retrofits, which will
beinevitable. Likewise, the robot should be able to take considerabl e punishment.
Whenever possible, the robot builder should have in mind a“work horse” robot rather
than a“sports car” robot. A powerful robot can tend to be a self-destructive robot if
proper careis not taken. Constantly dealing with slipping pots, sloppy joints, and other

mechanical problems can drastically slow the development of the controller.

7.3.5 Successful gait coordination isnot the same as successful walking

One thing that thisthesis has argued, and that Robot 3 has demonstrated, is that
walking is more then just gait coordination. Cruse mechanism-based gait coordination,

asincredibly elegant and robust asit is, is Simply a decision-maker that decides when to
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transition legs between stance and swing phases. The algorithm tells you nothing about

what to do during those phases to stabilize body posture and motion.

7.3.6 Developing the basic control system takestime

Developing the software for the control system for acomplex robot like Robot 3
can literally take years. Why should this surprise anyone? (Just imagine the neuronal
communications structure of an animal.) This bringsto mind the saying “Y ou don’t
know what it’ s like until you've experienced it.” | have experienced it, and hopefully my
work can save others years of coding, debugging, and recoding. Going to Real-time
Linux could and should eliminate much of thiswork, but there will be new issuesto be
dealt with. The overall structure of the PWM implementation discussed in Chapter 6,
specifically the time division multiplexing, should a so be used with Real-time Linux
because of A/D timing limitations.

The current Robot 3 control system handles 42 sensor signals, 48 control outputs,
and myriad representations of thisinformation, while sharing data and control
responsibility between two computers. So far, even though | am not pleased with the
robot’ s walking performance, | consider the implementation of the control system a
success. Inthe future, thistask should not be taken lightly and nor the amount of work

required overlooked.
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7.3.7 Acoustic aesthetics matter

Robot 3, when standing, probably generates the sound volume of asmall lawn
mower, making it difficult to carry on atelephone conversation while in the same room.
Thisisdue to the three-way valving. It makes sense that arobot that one works with on a
daily basis should also be a pleasant robot to work with. Robot 3 is clearly at odds with
this. Adding mufflersto quiet the robot, or better yet, transitioning the robot to two-way

valving would help tremendously.
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Cruse gait coordination. The legs cycle between the Anterior Extreme Position (AEP)
and the Posterior Extreme Position (PEP). A cycling leg transitions into its Swing phase
at the PEP and ends Swing at the AEP, where it transitions into its Stance phase and
returnsto the PEP. Each leg adjusts the PEP position of its neighbors with three possible
mechanisms, where the output of each mechanism depends on the position of the sending
leg. When the sending leg isin Swing, Mechanism 1 inhibits Swing in the receiving leg
by moving its PEP posteriorly. Shortly after the sending leg establishes Stance,
Mechanism 2 temporarily encourages Swing in the receiving leg by moving its PEP
anteriorly. While the sending leg isin Stance, Mechanism 3 increasingly encourages
Swing in the receiving leg by moving its PEP anteriorly. The Mechanisms are typically
networked as shown. Bipedal (or equivalent) systems do not need Mechanism 2.
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