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Here, we refer to the original formulation of the synthesis problem given by Church and to the solution provided by Büchi and Landweber.

Our presentation of the problem and of the solution follows the tutorial: "Solution of Church's Problem: A Tutorial", by W. Thomas.
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- The synthesis problem was originally proposed by Church during the "Summer Institute of Symbolic Logic" on 1957.
- It consists of the synthesis of a finite state machine (a circuit) which realizes a bit-to-bit transformation of an infinite sequence $\alpha$ into a corresponding infinite sequence $\beta$ so that the pair $(\alpha, \beta)$ satisfies a specification expressed in a suitable (temporal) logic.
- Goal: given a specification of the input-output relation between $\alpha$ $\mathrm{e} \beta$, build a corresponding machine:
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- The problem consists in properly filling in the black box on the basis of the specification of the relationships between the input $\alpha$ and the output $\beta$.
- With respect to traditional (terminating) data manipulation programs, the focus switches from data with an infinite domain, which, in general, makes the synthesis problem undecidable, to infinite time.
- Surprisingly, Büchi and Landweber have shown that Church's problem admits a positive solution, that is, it is decidable, provided that the specification language (the temporal logic) is not too expressive.
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## Example

- $\forall t(\alpha(t)=1 \rightarrow \beta(t)=1)$
- if, at a given time $t$, the input is 1 , then the output is 1 as well;
- $\neg \exists t \beta(t)=\beta(t+1)=0$
- there are no two consecutive occurrences of 0 in the output sequence;
- $\exists^{\omega} t \alpha(t)=0 \rightarrow \exists^{\omega} t \beta(t)=0$
- if the input sequence features an infinite number of occurrences of 0 , then the output sequence features an infinite number of occurrences of 0 as well.

A solution procedure:

- if the input is 1 , it produces the output 1 ;
- if the input is 0 , it produces the output 1 if the previous output, on the input 0 , was 0 ; otherwise, it produces the output 0 .
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The transformation we are looking for must satisfy the following conditions:

1. bit-to-bit - when the machine receives the $n$-th character of $\alpha$ (as input), it must immediately produce the $n$-th character of $\beta$ (as output). It follows that $\beta(n)$ may only depend on $\alpha(1), \ldots$, $\alpha(n-1), \alpha(n)$;
2. a finite state solution (machine) - to compute the output of a generic computation step (the output at time $t$ ), the machine needs to exploit a finite memory of a given size.
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 Examples- $\beta(t)=\alpha(2 t)$ ( $\beta$ returns the elements at even positions of $\alpha$ ) violates condition 1 - the output symbol $\beta(t)$ must be produced without delay after receipt of the input symbol $\alpha(t)$;
- $\beta(2 t)=\beta(2 t+1)=\alpha(t)(\beta$ "doubles" the position of each symbol of $\alpha$ ) violates condition 2 - we need to record an unboundedly increasing number of symbols for future use;
- $\beta=111 \ldots$, if $\alpha$ features an infinite number of occurrences of 1 ; otherwise, $\beta=000 \ldots$ violates condition 1 as well - the first symbol of the output sequence $\beta$ cannot be determined on the basis of any finite prefix of $\alpha$.
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- It satisfies the conditions on transformations.
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## The specification language

- S1S: the monadic second-order logic of one successor denoted by $(\omega,+1)$.
- The ordering relation $<$ is (second-order) definable in terms of the successor function $+1: s<t$ if and only if $t$ belongs to each set that includes $s+1$ and is closed under successor.
- For the sake of simplicity, we will only consider Boolean input and output alphabets, that is, $\{0,1\}$.
- The S1S-formulas $\varphi(X, Y)$ we will take into consideration talk about sequences $\alpha \in\{0,1\}^{\omega}$ and $\beta \in\{0,1\}^{\omega}$. The free variable $X$ identifies those positions where $\alpha$ takes value 1 , while the free variable $Y$ identifies those where $\beta$ takes value 1. We denote the interpretations of $X$ and $Y$ induced by $\alpha$ and $\beta$ by $P_{\alpha}$ and $P_{\beta}$, respectively.
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## CHURCH'S PROBLEM

Church's problem can be precisely stated as follows:
given an S1S-formula $\varphi(X, Y)$, build a Mealy automaton $\mathcal{M}$, with input alphabet $\Sigma=\{0,1\}$ and output alphabet $\Gamma=\{0,1\}$, such that, for every input sequence $\alpha \in\{0,1\}^{\omega}, \mathcal{M}$ generates an output sequence $\beta \in\{0,1\}^{\omega}$ such that $(\omega,+1) \vDash \varphi\left[P_{\alpha}, P_{\beta}\right]$ (or it answers that such an automaton does not exist).

It can be easily generalized to an input alphabet $\Sigma=\{0,1\}^{m_{1}}$ and/or to an output alphabet $\Gamma=\{0,1\}^{m_{2}}$.

A finite state winning strategy for an infinite game: according to a game-theoretic interpretation, a Mealy automaton can be viewed as the definition of a winning strategy for player $B / \beta$ (Bob) that replies to the moves of player $A / \alpha$ (Alice).
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- We first transform an S1S specification $\varphi(X, Y)$ into a deterministic Muller automaton $\mathcal{A}$, that recognizes infinite words $\gamma$ in $(\{0,1\} \times\{0,1\})^{\omega}$, in such a way that
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- From automata theory, we know that:
(i) S1S formulas are equivalent to nondeterministic Büchi automata (NBA) and NBA are equivalent to deterministic Muller automata (DMA);
(ii) these transformations are effective.
- Muller acceptance condition: given a collection of sets of states $\mathcal{F}=\left\{F_{1}, \ldots, F_{k}\right\}$, a computation $\sigma$ by $\mathcal{A}$ is successful if the set of states that occur infinitely often in $\sigma$ belongs to $\mathcal{F}$.
- Remark: the above transformations are computable but extremely expensive (in terms of resources), as $\left|\mathcal{A}_{\varphi}\right|$ cannot be bounded by a function elementary in the size of $|\varphi|$.
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- The automaton at the previous step is then transformed into the graph of a two player game.
- Such a transformation allows one to make the contributions (in terms of bits) of the two players explicit.

$\aleph$

- $\square=$ states of $A$ (states of the Muller automaton)
- $\bigcirc=$ states of $B$
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- For each A-state $q$ and each bit $b$, we introduce a transition labeled by $b$ to a new B-state that we call $(q, b)$.
- For each bit $c$, we introduce a transition labeled by $c$ from the B-state $(q, b)$ to the A-state $p$ whenever in the original Muller automaton it is possible to move from $q$ to $p$ via a transition labeled by the pair of bits $(b, c)$.
- For such a state $p$, we define $c$ as the output bit and we denote it by out $(q, b, p)$ (if both transitions exiting from $(q, b)$ lead to the same state $p$, we put by convention $\operatorname{out}(q, b, p)=0)$.
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## SOME REMARKS

Some effects of the replacement of automata by games.

- The game-theoretic perspective introduces a symmetry between input and output: player A, who provides the input, aims at falsifying the specification; player B, who provides the output, aims at satisfying it. As we will see, it is possible to prove that one of the two players has a winning strategy (a feature which was hidden in the original formulation of the problem).
- The game-theoretic perspective does not assign a special role to the initial state: the problem is to determine for each state which player has a winning strategy in a game that starts from such a state.
- The labels associated with the transitions can be initially ignored, as the winning conditions are given in terms of visited states, and only subsequently reintroduced, when the Mealy automaton must be synthesized.


## Game graph and Mealy automaton

An important remark.
Do not confuse the states of the game graph with the states of the (finite state) Mealy automaton: the Mealy automaton works on the game graph, but its states are not the states of the game graph.

As we will see, to solve Church's problem we need to combine in suitable way the states of the Mealy automaton and those of the game graph.

## THE SOLUTION

In the following, we show how to obtain a solution to Church's problem in two steps, starting from a finite game graph with Muller winning conditions:

1. to establish whether or not B wins;
2. in case of a positive answer, to provide a (finite state) winning strategy.

## 2. INFINITE GAMES AND BÜCHI-LANDWEBER THEOREM Infinite games Büchi-Landweber Theorem

## INFINITE GAMES

- The game graph (arena) is a graph $G=\left(Q, Q_{A}, E\right)$, with $Q_{A} \subseteq Q$ and $E \subseteq Q \times Q$, where $\forall q \in Q: q E \neq \varnothing$ (no deadlock). Let $Q_{B}=Q \backslash Q_{A}$. We will only consider finite game graphs. Moreover, by construction, each edge leads from a state in $Q_{A}$ to a state in $Q_{B}$ or vice versa. Nevertheless, the results we are going to provide do not depend on such an assumption.
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- A game is a pair $(G, W)$, where $G=\left(Q, Q_{A}, E\right)$ is a game graph and $W \subseteq Q^{\omega}$ is the winning condition for player $B$. Player $B$ wins the play $\rho=q_{0} q_{1} q_{2} \cdots$ if $\rho \in W$, otherwise $A$ wins $\rho$.
- We are interested in winning conditions which can be expressed in a finite way (finitely describable).
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- Reachability games: given $F \subseteq Q$ in $\left(Q, Q_{A}, E\right), B$ wins $\rho$ if some state in $\rho$ belongs to $F$.

Reachability games can be easily expressed in terms of Staiger-Wagner condition: $\mathcal{F}=\{R \subseteq Q: R \cap F \neq \emptyset\}$.
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- $W_{B}:=\{q \in Q \mid B$ wins starting from $q\}$ is said the winning region of $B$ (the same for $A$ ). Obviously, $W_{A} \cap W_{B}=\emptyset$.
- If $W_{A} \cup W_{B}=Q$, we say that the game is determined.
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- The solution of a game $(G, W)$, with $G=\left(Q, Q_{A}, E\right)$ and $W$ finitely describable, consists of two steps:
(i) to establish, for each $q \in Q$, if $q \in W_{B}$ or $q \in W_{A}$;
(ii) to build a (finitely describable) winning strategy starting from $q$ (for $B$, if $q \in W_{B}$; for $A$, otherwise).

We distinguish two types of strategy: positional and finite state.

- A strategy $f: Q^{+} \rightarrow Q$ is positional if the value of $f\left(q_{1} \cdots q_{k}\right)$ only depends on the current state $q_{k}$. A positional strategy for $B$ is a mapping $f: Q_{B} \rightarrow Q$ (the same for A).
In graph-theoretic terms, a positional strategy for $B$ can be expressed as a subset of edges of $G$, which includes all edges exiting from states in $Q_{A}$ and one edge exiting from states in $Q_{B}$ (the one identified by the function).
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- A strategy $f: Q^{+} \rightarrow Q$ on a finite set of states $Q$ can be viewed as a function on words.
- Formally, $f$ is a finite state strategy if it can be computed by a Mealy automaton of the form $\mathcal{S}=\left(S, Q, Q, s_{0}, \delta, \tau\right)$, where $S$ is a finite set of states, $Q$ is both the input and output alphabet, $s_{0} \in S$ is the initial state, $\delta: S \times Q \rightarrow S$, and $\tau: S \times Q_{A} \rightarrow Q$, for $A$, and $\tau: S \times Q_{B} \rightarrow Q$, for $B$.
- The strategy $f_{\mathcal{S}}$ computed by $\mathcal{S}$ can be defined by $f_{\mathcal{S}}\left(q_{0} \cdots q_{k}\right)=$ $\tau\left(\delta^{*}\left(s_{0}, q_{0} \cdots q_{k-1}\right), q_{k}\right)$, where $\delta^{*}(s, w)$ is the state reached by $\mathcal{S}$ starting from $s$ on the input word $w$ and $\tau$ is chosen by the player who is responsible for $q_{k}$.
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## Theorem (Weak Muller games)

Weak Muller games are determined and for each weak Muller game ( $G, \mathcal{F}$ ), where $G$ has $n$ states, the winning regions for the two players can be effectively determined and it is possible to build, for each state q in $G$, a finite state winning strategy from $q$ (for the winning player) making use of a memory with $2^{n}$ states.

## BÜCHI-LANDWEBER THEOREM

## Theorem (Weak Muller games)

Weak Muller games are determined and for each weak Muller game $(G, \mathcal{F})$, where $G$ has $n$ states, the winning regions for the two players can be effectively determined and it is possible to build, for each state q in G, a finite state winning strategy from $q$ (for the winning player) making use of a memory with $2^{n}$ states.

## Theorem (Muller games / Büchi-Landweber Theorem)

Muller games are determined and for each Muller game $(G, \mathcal{F})$, where $G$ has $n$ states, the winning regions for the two players can be effectively determined and it is possible to build, for each state $q$ in $G$, a finite state winning strategy from $q$ (for the winning player) making use of a memory with $n!\cdot n$ states.

## A solution to CHURCH'S PROBLEM

The fundamental steps:

## A solution to CHURCH'S PROBLEM

The fundamental steps:

1. given an S1S-formula $\varphi(X, Y)$, we transform it into a Muller automaton $\mathcal{M}$;

## A solution to CHURCH'S PROBLEM

The fundamental steps:

1. given an S1S-formula $\varphi(X, Y)$, we transform it into a Muller automaton $\mathcal{M}$;
2. then, we transform $\mathcal{M}$ into a game graph $G$ with Muller winning condition ( $G$ inherits its initial state from $\mathcal{M}$ );

## A solution to CHURCH'S PROBLEM

The fundamental steps:

1. given an S1S-formula $\varphi(X, Y)$, we transform it into a Muller automaton $\mathcal{M}$;
2. then, we transform $\mathcal{M}$ into a game graph $G$ with Muller winning condition ( $G$ inherits its initial state from $\mathcal{M}$ );
3. Büchi-Landweber Theorem makes it possible to determine the winning regions and to establish whether the initial state of the game belongs to $W_{B}$; in such a case, we build the Mealy automaton $\mathcal{S}$ which realizes the winning strategy, starting from the initial state ( $\mathcal{S}$ is called the strategy automaton);

## A solution to CHURCH'S PROBLEM

The fundamental steps:

1. given an S1S-formula $\varphi(X, Y)$, we transform it into a Muller automaton $\mathcal{M}$;
2. then, we transform $\mathcal{M}$ into a game graph $G$ with Muller winning condition ( $G$ inherits its initial state from $\mathcal{M}$ );
3. Büchi-Landweber Theorem makes it possible to determine the winning regions and to establish whether the initial state of the game belongs to $W_{B}$; in such a case, we build the Mealy automaton $\mathcal{S}$ which realizes the winning strategy, starting from the initial state ( $\mathcal{S}$ is called the strategy automaton);
4. the Mealy automaton $\mathcal{A}$, that solves Church's problem, is obtained from the product of the automata $\mathcal{M}$ and $\mathcal{S}$.

It is worth pointing out that Büchi-Landweber Theorem is exploited only at step 3.

## THE LAST STEP IN DETAIL

1. The state space of $\mathcal{A}$ is $Q \times S$, where $Q$ is the set of states of the Muller automaton $\mathcal{M}$ and $S$ is the set of states of the strategy automaton $\mathcal{S}$, and its initial state is $\left(q_{0}, s_{0}\right)$;
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3. to this end, the state $q^{*}=(q, b)$ of the game graph $G$ and the state $s^{*}=\delta\left(s, q^{*}\right)$ of the strategy automaton $\mathcal{S}$ associated with it must be computed;
4. the output function of $\mathcal{S}$ returns the state $q^{\prime}=\tau\left(s^{*}, q^{*}\right)$ of the game graph $G$, while its transition function returns the new memory state $s^{\prime}=\delta\left(s^{*}, q^{\prime}\right)$;

## The last step in detail

1. The state space of $\mathcal{A}$ is $Q \times S$, where $Q$ is the set of states of the Muller automaton $\mathcal{M}$ and $S$ is the set of states of the strategy automaton $\mathcal{S}$, and its initial state is ( $q_{0}, s_{0}$ );
2. a transition (of the Mealy automaton) must be specified for each state $(q, s)$ and each input bit $b$, that is, an output bit $b^{\prime}$ and a new state $\left(q^{\prime}, s^{\prime}\right)$;
3. to this end, the state $q^{*}=(q, b)$ of the game graph $G$ and the state $s^{*}=\delta\left(s, q^{*}\right)$ of the strategy automaton $\mathcal{S}$ associated with it must be computed;
4. the output function of $\mathcal{S}$ returns the state $q^{\prime}=\tau\left(s^{*}, q^{*}\right)$ of the game graph $G$, while its transition function returns the new memory state $s^{\prime}=\delta\left(s^{*}, q^{\prime}\right)$;
5. the output bit $b^{\prime}$ is the value $\operatorname{out}\left(q, b, q^{\prime}\right)$ associated with the transition from $q^{*}=(q, b)$ to $q^{\prime}$.

Remark: the memory of $\mathcal{A}$ combines the state space of the Muller automaton $\mathcal{M}$ and the state space of the strategy automaton $\mathcal{S}$ (see item 1 ).

## REACHABILITY GAMES

## Theorem

A reachability game $(G, F)$, with $G=\left(Q, Q_{A}, E\right)$ and $F \subseteq Q$, is determined and both the winning regions $W_{A}$ and $W_{B}$ for players $A$ and $B$, respectively, and the corresponding positional winning strategies are computable.

## REACHABILITY GAMES

## Theorem

A reachability game $(G, F)$, with $G=\left(Q, Q_{A}, E\right)$ and $F \subseteq Q$, is determined and both the winning regions $W_{A}$ and $W_{B}$ for players $A$ and $B$, respectively, and the corresponding positional winning strategies are computable.

## Proof.

For $i=0,1, \ldots$, compute the vertices starting from which player $B$ can force a visit in $F$ in at most $i$ moves ( $i$-the attractor $\operatorname{Attr}_{B}^{i}(F)$ ).
The sequence $\operatorname{Attr}_{B}^{0}(F)(=F) \subseteq \operatorname{Attr}_{B}^{1}(F) \subseteq \operatorname{Attr}_{B}^{2}(F) \ldots$ becomes stationary for some index $k \leq|Q|$. We define $\operatorname{Attr}_{B}(F)=\bigcup_{i=0}^{|Q|} \operatorname{Attr} r_{B}^{i}(F)$. It can be easily proved that $W_{B}=\operatorname{Attr}_{B}(F)$.

## Weak Muller games

It is possible to show that the winning condition for weak Muller games (player $B$ wins a play $\rho$ if and only if $\operatorname{Occ}(\rho) \in \mathcal{F}$, that is, the collection of the states visited by $\rho$ is one of the set in $\mathcal{F}$ ) can be expressed as Boolean combinations of reachability conditions.

## Weak Muller games

It is possible to show that the winning condition for weak Muller games (player $B$ wins a play $\rho$ if and only if $\operatorname{Occ}(\rho) \in \mathcal{F}$, that is, the collection of the states visited by $\rho$ is one of the set in $\mathcal{F}$ ) can be expressed as Boolean combinations of reachability conditions.

In general, positional strategies do not suffice to win weak Muller games. In some cases, indeed, it is necessary to remember the states that have been already visited.

## Weak Muller games

It is possible to show that the winning condition for weak Muller games (player $B$ wins a play $\rho$ if and only if $\operatorname{Occ}(\rho) \in \mathcal{F}$, that is, the collection of the states visited by $\rho$ is one of the set in $\mathcal{F}$ ) can be expressed as Boolean combinations of reachability conditions.

In general, positional strategies do not suffice to win weak Muller games. In some cases, indeed, it is necessary to remember the states that have been already visited.

Solution: a Mealy automaton $\mathcal{S}$ with the set $Q$ of the states of the game as its input alphabet, the powerset of $Q$ as the set of its states $\left(2^{|Q|}\right.$ states), and $\emptyset$ as the initial state.
The idea of the appearance record: on the input word $q_{1}, \ldots, q_{k}, \mathcal{S}$ reaches the state $\left\{q_{1}, \ldots, q_{k}\right\}(\delta(R, p)=R \cup\{p\})$.

## The rewriting of weak Muller games as weak PARITY GAMES

It is possible to associate a number (color) $c(R)$ with each $R \subseteq Q$ that codifies two pieces of information: the size of $R$ and the membership (or not) of $R$ to $\mathcal{F}$.
Formally, $c(R)=2 \cdot|R|$ if $R \in \mathcal{F}$ and $c(R)=2 \cdot|R|-1$ if $R \notin \mathcal{F}$.
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It is possible to associate a number (color) $c(R)$ with each $R \subseteq Q$ that codifies two pieces of information: the size of $R$ and the membership (or not) of $R$ to $\mathcal{F}$.
Formally, $c(R)=2 \cdot|R|$ if $R \in \mathcal{F}$ and $c(R)=2 \cdot|R|-1$ if $R \notin \mathcal{F}$.
Let $\rho$ be a play and $R_{0}, R_{1}, R_{2}, \ldots$ be the associated sequence of appearance records.
It holds that $\operatorname{Occ}(\rho) \in \mathcal{F}$ if and only if the maximum color of the sequence $c\left(R_{0}\right), c\left(R_{1}\right), c\left(R_{2}\right), \ldots$ is even.

A weak Muller game can be transformed into a weak parity game (game simulation).

## GAME SIMULATION

Proof of Büchi-Landweber Theorem

We say that a game $(G, W)$, with $G=\left(Q, Q_{A}, E\right)$, is simulated by a game $\left(G^{\prime}, W^{\prime}\right)$, with $G^{\prime}=\left(Q^{\prime}, Q_{A}^{\prime}, E^{\prime}\right)$, if there exists a finite state automaton $\mathcal{S}=\left(S, Q, s_{0}, \delta\right)$, devoid of final states, such that:

- $Q^{\prime}=S \times Q$;
- $Q_{A}^{\prime}=S \times Q_{A}$;
- $((r, p),(s, q)) \in E^{\prime}$ if and only if $(p, q) \in E$ and $\delta(r, p)=s$, from which it follows that a play $\rho=q_{0} q_{1} \ldots$ in $G$ induces a play $\rho^{\prime}=\left(s_{0}, q_{0}\right)\left(\delta\left(s_{0}, q_{0}\right), q_{1}\right) \ldots$ in $G^{\prime} ;$
- a play $\rho$ on $G$ belongs to $W$ if and only if the corresponding play $\rho^{\prime}$ on $G^{\prime}$ belongs to $W^{\prime}$.
Whenever the above conditions hold, we write $(G, W) \leq_{\mathcal{S}}\left(G^{\prime}, W^{\prime}\right)$.


## GAME SIMULATION (CONT'D)

Proof of Büchi-Landweber Theorem
Consequence: positional strategies for $G^{\prime}$ can be easily transformed into finite state strategies for $G$ (a Mealy automaton). The latter strategies can be realized by automata $\mathcal{S}$ enriched with an output function obtained from the positional strategy for $G^{\prime}$.

## Lemma

If there exists a positional winning strategy for player $B$ in $\left(G^{\prime}, W^{\prime}\right)$ from $\left(s_{0}, q\right)$, then player $B$ has a finite state winning strategy from $q$ in $(G, W)$.

## Proof.

We extend the automaton $\mathcal{S}$ with an output function extracted from the winning strategy $\sigma: Q_{B}^{\prime} \rightarrow Q^{\prime}$. To this end, it suffices to define $\tau: S \times Q_{B} \rightarrow Q$ as $\tau(s, q):=\pi_{2}(\sigma(s, q))$, where $\pi_{2}(\sigma(s, q))$ is simply the projection on the second component of $\sigma(s, q)$.

## From Muller to parity Games

Proof of Büchi-Landweber Theorem

- Muller games can be simulated by parity games by means of the LAR (Latest Appearance Record) structure.
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## From Muller to parity Games <br> Proof of Büchi-Landweber Theorem

- Muller games can be simulated by parity games by means of the LAR (Latest Appearance Record) structure.
- Intuitively, a LAR represents the sequence of states encountered during a play, ordered according to their last occurrence / appearance. If the current state was already visited in the past, then it is moved from the position $h$ (called hit) it occupies in the current LAR to the first position of the new LAR.
- Given a LAR $\left(\left(i_{1} \ldots i_{r}\right), h\right)$, its hitting set is the set $\left\{i_{1}, \ldots, i_{h}\right\}$ of the states which were encountered up to the hit $h$ (including position h).


## An EXAMPLE OF THE USE OF LAR

Proof of Büchi-Landweber Theorem

| State | LAR | Hitting set |
| :--- | :--- | :--- |
| A | (A,0) | $\}$ |
| C | (CA,0) | $\}$ |
| C | (CA,1) | $\{C\}$ |
| D | (DCA,0) | $\}$ |
| B | (BDCA,0) | $\}$ |
| D | (DBCA,2) | $\{B, D\}$ |
| C | (CDBA,3) | $\{B, C, D\}$ |
| D | (DCBA,2) | $\{C, D\}$ |
| D | (DCBA,1) | $\{D\}$ |

Let us consider the 7 -th row of the table. The hitting set $\{B, C, D\}$ consists of all and only those states which have been encountered in between the last two occurrences of $C$ ( $C$ included).

## PARITY GAMES <br> Proof of Büchi-Landweber Theorem

- Let $\rho$ be a sequence over $Q$ and $\rho^{\prime}$ be the corresponding sequence of LARs. The set $\operatorname{Inf}(\rho)$ coincides with the hitting set $H$ of the maximum hit $h$ that occurs infinitely often in $\rho^{\prime}$.
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- The winning condition for the play $\rho$ of a Muller game can be reformulated as follows: $H$ belongs to $\mathcal{F}$.
- The winning condition for Muller games can be redefined in terms of a suitable coloring of LAR.
- Parity condition: $B$ wins $\rho^{\prime}$ if and only if the greatest color that occurs infinitely often in $c\left(\rho^{\prime}(0)\right) c\left(\rho^{\prime}(1)\right) \ldots$ is even.
- A colored graph $(G, c)$ with the parity condition is said a parity game.


## LAR AND PARITY GAMES

## Proof of Büchi-Landweber Theorem

- The coloring $c$ of LAR, for $h>0$, can be defined as follows:

$$
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- It can be easily shown that the Muller condition $\operatorname{Inf}(\rho) \in \mathcal{F}$ is satisfied if and only if the parity condition is satisfied:
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## Proof of BüChi-Landweber Theorem

- The coloring $c$ of LAR, for $h>0$, can be defined as follows:

$$
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- It can be easily shown that the Muller condition $\operatorname{Inf}(\rho) \in \mathcal{F}$ is satisfied if and only if the parity condition is satisfied:
- $(\Rightarrow)$ if $\operatorname{Inf}(\rho) \in \mathcal{F}$, then $H\left(=\left\{i_{1}, \ldots, i_{h}\right\}\right) \in \mathcal{F}$ and the greatest color that occurs infinitely often is $2 h$, which is even.
- $(\Leftarrow)$ the greatest color that occurs infinitely often is $2 h$, which is even, and, thus, the corresponding hitting set belongs to $\mathcal{F}$, from which it follows that $\operatorname{Inf}(\rho) \in \mathcal{F}$.
- A Muller game $(G, \mathcal{F})$ can be simulated by a parity one $\left(G^{\prime}, c\right)$ by means of a finite state machine that transforms a play $\rho$ on $G$ in a corresponding sequence $\rho^{\prime}$ of LARs (number of LARs $=|Q|!\cdot|Q|$ ).
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## PARITY GAMES ARE DETERMINED

## Proof of BÜchi-Landweber Theorem

Let $\operatorname{Attr}_{B}(S)$ (attractor of B for S ) be the set of states from which $B$ can force in a finite number of steps a visit of a state of $S$.
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Let $\operatorname{Attr}_{B}(S)$ (attractor of $B$ for $S$ ) be the set of states from which $B$ can force in a finite number of steps a visit of a state of $S$.

## Theorem

A parity game $(G, c)$ is determined and the construction of the winning regions and the positional strategies for $A$ and $B$ are effettive.

Let $G=\left(Q, Q_{A}, E\right)$, with coloring $c: Q \rightarrow\{0, \ldots, k\}$. We proceed by induction on $|Q|$.
Base case: trivial.
Inductive step:

- Let the greatest color $k$ be even and let $q$ be a state with color $k$.
- $A_{0}=\operatorname{Attr}_{B}(\{q\}) . Q \backslash A_{0}$ is a subgame.
- By the inductive hypothesis, we can partition $Q \backslash A_{0}$ in the two winning regions $U_{A}$ e $U_{B}$ for $A$ and $B$, respectively.
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- One of the following two cases necessarily holds:

1. From $q$, player $B$ can force the play to stay in $U_{B} \cup A_{0}$ at the next step.

- $W_{B}=U_{B} \cup A_{0}$ and $W_{A}=U_{A}$ by applying the positional strategies of the inductive hypothesis on $U_{A}$ and $U_{B}$, the attractor strategy on $\operatorname{Attr}_{B}(\{q\})$, and the choice of the next state from $q$ according to Case 1.

2. From $q$, player $A$ can force the play to stay in $U_{A}$ at the next step.

- It follows that $q \in \operatorname{Attr}_{A}\left(U_{A}\right)$. Let us consider now the set $A_{1}=\operatorname{Attr}_{A}\left(U_{A} \cup\{q\}\right)$. By applying the inductive hypothesis on the subgame induced by $Q \backslash A_{1}$, we obtain $V_{A}$ and $V_{B}$. It holds that $W_{B}=V_{B}$ e $W_{A}=V_{A} \cup A_{1}$, where the winning positional strategies are given by the inductive hypothesis and the attractor strategy on $A_{1}$.
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## COMPLEXITY ISSUES

From the proof of the theorem, it is not difficult to extract a procedure of exponential complexity.

It is known that the problem: "Given a parity game $(G, c)$ and a state $q$, establish whether or not $q$ belongs to the winning region of $B$ " belongs to the complexity class NP $\cap$ co-NP.

The possibility of deciding such a problem in polynomial time is one of the most important open problems in the algorithmic theory of infinite games.

Remark: equivalence of the above problem and the model checking problem for the $\mu$-calculus.

## LTL SYNTHESIS AND BEYOND

A number of variants of Church's problem can be obtained by modifying or generalizing the specification language.
A special attention has been given to the synthesis problem for LTL and other temporal logics.

