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# GENERALISATION OF EULER'S IDENTITY 

A. Sofo and P. Cerone

An investigation of representation of Abel type infinite sums in closed form will be presented in this paper. An arbitrary order forced differential-difference equation will be analysed from which sums will be generated. Identities of resulting infinite sums will be proved.

## 1. Introduction

This paper is concerned with the problem of generalising the identity

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{b^{n}}{n!} e^{-b(t-a n)}(t-a n)^{n}=\frac{1}{1+a b} \tag{1.1}
\end{equation*}
$$

In a paper written in Latin, and published in 1779, Euler [7] (see also [8]) began with a Lambert series and through various manipulations derived the identity

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(s+n)^{n}}{n!}\left(\frac{\log x}{x}\right)^{n}=\frac{x^{s}}{1-\log x} \tag{1.2}
\end{equation*}
$$

and if we put $s a=-t$ and $x=e^{-a b}$ then (1.2) is identical to (1.1). Similarly, in a paper written in French and published in 1902, Jensen [12] substituted two exponential functions into an alternate form of Lagrange's theorem and obtained the identity

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(\alpha+\beta n)^{n}}{n!}\left(z e^{-\beta z}\right)^{n}=\frac{e^{\alpha z}}{1-\beta z} \tag{1.3}
\end{equation*}
$$

and on putting $z=b, \beta=-a$ and $\alpha=t$ then (1.3) becomes (1.1). Ramanujan was also interested in a modification of (1.1) and it is noted in a question given in his collected papers which are edited by Hardy, Seshu Aiyar and Wilson [11] and, finally Berndt [2] gives an excellent, short historical account of a modification of (1.1).

The occurence of (1.1), in many guises, is quite prolific in a range of different branches of applications. A modification of the sum (1.1) appears as a problem in the work of Pólya and Szegö [13], and it appears in the works of Bruiwer [3] and [4], in his
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study of differential-difference equations. In the analysis of the delay in the answering of telephone calls Erlang [6] obtains an integro-differential-difference equation from which the sum (1.1) may be extracted. The sum (1.1) also arises in the works of Feller [9] on ruin problems, Hall [10] on coverage processes, Smith [15] on renewal theory and Tijms [17] on stochastic modelling. The authors can also extract the sum (1.1) from models of grazing systems [18] and other areas as detailed by Cerone and Sofo [5].

The layout of this paper will be as follows. In Section 2 we develop our method, which is different from that given by Euler or Jensen, for generating (1.1) We consider a forced differential-difference equation of arbitrary order, and by the use of Laplace transform techniques generate our required sum. The required identity will be completed by using residue theory and an appeal to a Tauberian theorem. The identity, it will be shown, depends on a dominant zero of an associated characteristic function. In Section 3 we develop a recurrence relation for use in determining specific closed form expressions of the infinite sum, and in Section 4 a proof of the main theorem in this paper will be given, together with a functional relationship. In Section 5 we indicate an extension to our main result.

## 2. Methodology

Consider, for a well behaved function $f(t)$, the forced dynamical system with constant real coefficients $b$ and $c$, real delay parameter $a$, and all initial conditions at rest,

$$
\left.\begin{array}{cc}
\sum_{n=0}^{R}\binom{R}{R-n} c^{R-n} \sum_{r=0}^{n}\binom{n}{r} b^{n-r} f^{(r)}(t-(R-n) a)=w(t) ; & t>R a  \tag{2.1}\\
\sum_{r=0}^{R}\binom{R}{r} b^{R-r} f^{(r)}(t)=w(t) ; & 0<t \leqslant R a
\end{array}\right\}
$$

In the system (2.1) $w(t)$ is a forcing term, $t$ a real variable, and $R$ is positive integer, being the order of the differential-delay equation. A method of analysing the solution of system (2.1) is by the use of Laplace transform techniques. Taking the Laplace transform of (2.1) and utilising the property

$$
\mathcal{L}\left(f^{(n)}(t-k)\right)=e^{-k p}\left(p^{n} F(p)-\sum_{j=1}^{n} p^{n-j} f^{(j-1)}(0)\right)
$$

we obtain

$$
\begin{equation*}
\left(\sum_{j=0}^{R}\binom{R}{j}(p+b)^{j}\left(c e^{-a p}\right)^{R-j}\right) F(p)=W(p) \tag{2.2}
\end{equation*}
$$

From (2.2)

$$
\begin{equation*}
F(p)=\frac{W(p)}{\left(p+b+c e^{-a p}\right)^{R}} \tag{2.3}
\end{equation*}
$$

where $F(p)$ and $W(p)$ are the Laplace transforms of $f(t)$ and $w(t)$ respectively. Equation (2.3) may be expanded in series so that

$$
\begin{align*}
F(p) & =\frac{W(p)}{(p+b)^{R}\left(1+\frac{c e^{-a p}}{p+b}\right)^{R}} \\
& =\sum_{n=0}^{\infty}\binom{n+R-1}{n} \frac{W(p)\left(-c e^{-a p}\right)^{n}}{(p+b)^{n+R}} \tag{2.4}
\end{align*}
$$

To bring out the essential features of our results we may choose the forcing term $w(t)=$ $\delta(t)$, the Dirac delta function, such that $W(p)=1$. Substituting $W(p)$ into (2.4) and taking the inverse Laplace transform, we have

$$
\begin{equation*}
f(t)=\sum_{n=0}^{\infty}\binom{n+R-1}{n} \frac{(-c)^{n} e^{-b(t-a n)}(t-a n)^{n+R-1}}{(n+R-1)!} H(t-a n) \tag{2.5}
\end{equation*}
$$

where $H(x)$ is the unit Heaviside step function. The inverse of (2.3), a solution of the system (2.1), by Laplace transform theory may also be written as

$$
f(t)=\frac{1}{2 \pi i} \int_{\gamma-i \infty}^{\gamma+i \infty} e^{p t} F(p) d p
$$

for an appropriate choice of $\gamma$ such that all the zeros of the characteristic function

$$
\begin{equation*}
g_{1}(p)=p+b+c e^{-a p} \tag{2.6}
\end{equation*}
$$

are contained to the left of the line in the Bromwich contour, and $F(P)$ is defined by (2.3). Now by the residue theorem

$$
f(t)=\sum \text { residues of }\left(e^{p t} F(p)\right)
$$

which suggests that solution of $f(t)$ may be written in the form

$$
f(t)=\sum_{r} Q_{r} e^{p_{r} t}
$$

where the sum is over all the characteristic zeros $p_{r}$ of $g_{1}(p)=0$ and $Q_{r}$ is the contribution of the residues in $F(p)$ at $p=p_{r}$. It was shown by Cerone and Sofo [5] that the zeros of the characteristic function (2.6) with restriction

$$
\begin{equation*}
\left|a c e^{1+a b}\right|<1 \tag{2.7}
\end{equation*}
$$

are all distinct. The poles of the expression (2.3) depend on the zeros of the characteristic function (2.6), namely, the zeros of $g_{1}(p)=0$. The dominant distinct zero, $p_{0}$, of $g_{1}\left(p_{0}\right)=0$ is defined as the one with the greatest real part and therefore by a Tauberian theorem [1] we have that asymptotically

$$
\begin{equation*}
f(t) \sim \sum_{k=0}^{R-1} Q_{R, k}\left(p_{0}\right) \frac{t^{R-k-1} e^{p_{0} t}}{(R-k-1)!} \tag{2.8}
\end{equation*}
$$

From (2.5) and (2.8), we have that

$$
\begin{equation*}
f(t)=\sum_{n=0}^{[t / a\}}\binom{n+R-1}{n} \frac{(-c)^{n} e^{-b(t-a n)}(t-a n)^{n+R-1}}{(n+R-1)!} \sim \sum_{k=0}^{R-1} Q_{R, k}\left(p_{0}\right) \frac{t^{R-k-1} e^{p_{0} t}}{(R-k-1)!} \tag{2.9}
\end{equation*}
$$

where $[x]$ represents the integer part of $x$ and the residue contribution, $Q_{R, k}\left(p_{0}\right)$, is given by

$$
\begin{equation*}
k!Q_{R, k}\left(p_{0}\right)=\lim _{p \rightarrow p_{0}}\left[\frac{d^{k}}{d p^{k}}\left(\left(p-p_{0}\right)^{R} F(p)\right)\right] ; \quad k=0,1,2,3, \ldots,(R-1) \tag{2.10}
\end{equation*}
$$

since (2.3) has a pole of order $R$ at the distinct dominant zero, $p=p_{0}$, for $1-a c \neq 0$. From now on we may take, without any loss of generality, $b+c=0$ and $1+a b \neq 0$. These conditions simply allow the distinct dominant zero, $p_{0}$, of the characteristic function (2.6), with restriction (2.7), to occur at $p_{0}=0$, and therefore from (2.6) and (2.10) respectively

$$
\begin{equation*}
g(p)=p+b-b e^{-a p} \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
k!Q_{R, k}(0)=\lim _{p \rightarrow 0}\left[\frac{d^{k}}{d p^{k}}\left(\left(\frac{p}{g(p)}\right)^{R}\right)\right] ; \quad k=0,1,2,3, \ldots,(R-1) \tag{2.12}
\end{equation*}
$$

Theorem 2.1. Let

$$
\begin{equation*}
T_{n}(b, R, a, t)=\binom{n+R-1}{n} \frac{b^{n} e^{-b(t-a n)}(t-a n)^{n+R-1}}{(n+R-1)!} \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{R}(b, a, t)=\sum_{n=0}^{\infty} T_{n}(b, R, a, t) \tag{2.14}
\end{equation*}
$$

which is convergent for all values of $b, R, a$ and $t$ in the region of convergence (2.7). Then

$$
\begin{equation*}
S_{R}(b ; a, t)=\sum_{k=0}^{R-1} Q_{R, k}(0) \frac{t^{R-k-1}}{(R-k-1)!} \tag{2.15}
\end{equation*}
$$

The series (2.14) is known as an Abel type series, because of the $(t-a n)^{n+R-1}$ term, and the convergence region (2.7) may be obtained by applying the ratio test to the term $T_{n}(b, R, a, t)$ in (2.13). A proof of the main Theorem (2.1) will follow shortly. Firstly we shall develop a useful recurrence relation for the evaluation of the terms $Q_{R, k}(0)$ in (2.12) and an identity for the $Q_{R, k}(0)$ terms. Secondly, using the terms $Q_{R, k}(0)$ we shall give some closed form representations of the infinite sum (2.15). Thirdly, a recurrence relation for the series (2.14) will be developed, and finally an induction argument on the integer $R$ will be applied to prove the main theorem (2.1).

## 3. Recurrences and closed forms

Lemma 3.1. A recurrence relation for the evaluation of the terms $Q_{R, k}(0)$ in (2.12) is

$$
\begin{equation*}
(k+1) Q_{R, k+1}(0)=R \sum_{\mu=0}^{k} \frac{(-1)^{\mu} b a^{\mu+2}(\mu+1)}{(\mu+2)!} Q_{R+1, k-\mu}(0) \tag{3.1}
\end{equation*}
$$

with

$$
Q_{R, 0}(0)=\frac{1}{(1+a b)^{R}}
$$

Proof: From (2.12)

$$
Q_{R, 0}(0)=\lim _{p \rightarrow 0}\left[\left(\frac{p}{g(p)}\right)^{R}\right]=\frac{1}{(1+a b)^{R}}
$$

Also from (2.12)

$$
\begin{align*}
(k+1)!Q_{R, k+1}(0) & =\lim _{p \rightarrow 0}\left[\frac{d^{k}}{d p^{k}}\left\{\frac{d}{d p}\left(\frac{p}{g(p)}\right)^{R}\right\}\right] ; \quad k=0,1,2, \ldots,(R-2)  \tag{3.2}\\
& =R \lim _{p \rightarrow 0}\left[\frac{d^{k}}{d p^{k}}\left\{\frac{p^{R-1}\left(g(p)-p g^{\prime}(p)\right)}{(g(p))^{R+1}}\right\}\right]
\end{align*}
$$

where $g(p)$ is defined in (2.11) and its first derivative is

$$
g^{\prime}(p)=1+a b e^{-a p}
$$

Letting $h(p)=g(p)-p g^{\prime}(p)$ we find that $h(0)=0$ and $h^{\prime}(0)=0$ and therefore on expanding $h(p)$ as a Taylor series about $p=0$, we may write, from (3.2)

$$
\begin{equation*}
(k+1)!Q_{R, k+1}(0)=R \lim _{p \rightarrow 0}\left[\frac{d^{k}}{d p^{k}}\left\{\left(\frac{p}{g(p)}\right)^{R+1} \frac{h(p)}{p^{2}}\right\}\right] \tag{3.3}
\end{equation*}
$$

where

$$
\frac{h(p)}{p^{2}}=\sum_{j=2}^{\infty} \frac{(-a)^{j} b p^{j-2}(j-1)}{j!}=B(p)
$$

Hence from (3.3)

$$
\begin{align*}
(k+1)!Q_{R, k+1}(0) & =R \lim _{p \rightarrow 0}\left[\frac{d^{k}}{d p^{k}}\left\{\left(\frac{p}{g(p)}\right)^{R+1} B(p)\right\}\right]  \tag{3.4}\\
& =R \lim _{p \rightarrow 0}\left[\sum_{\mu=0}^{k}\binom{k}{\mu}\left\{\left(\frac{p}{g(p)}\right)^{R+1}\right\}^{(k-\mu)} B^{(\mu)}(p)\right]
\end{align*}
$$

by the Leibniz rule of differentiation, where

$$
B^{(\mu)}(p)=\frac{d^{\mu}}{d p^{\mu}} B(p)
$$

Now since

$$
\lim _{p \rightarrow 0}\left[\frac{d^{\mu}}{d p^{\mu}} B(p)\right]=\frac{(-1)^{\mu} b a^{\mu+2}}{(\mu+2)}
$$

and substituting in (3.4) we find that

$$
(k+1) Q_{R, k+1}(0)=R \sum_{\mu=0}^{k} \frac{(-1)^{\mu} b a^{\mu+2}(\mu+1)}{(\mu+2)!} Q_{R+1, k-\mu}(0)
$$

which completes the proof of Lemma 3.1.
Now using equation (3.1) we can list some values of $Q_{R, k}(0)$ as given in Table 1.
The following lemma will be useful in the proof of the main theorem.
Lemma 3.2.

$$
\begin{align*}
& R(1+a b) Q_{R+1, k+1}(0)+a b \frac{d}{d b} Q_{R, k}(0)=(R-(k+1)) Q_{R, k+1}(0)  \tag{3.5}\\
& k=0,1,2,3, \ldots,(R-1) .
\end{align*}
$$

Proof: From (2.12)

$$
\frac{d}{d b}\left\{k!Q_{R, k}(0)\right\}=\frac{d}{d b}\left\{\lim _{p \rightarrow 0}\left[\frac{d^{k}}{d p^{k}}\left(\frac{p}{g(p)}\right)^{R}\right]\right\}
$$



Table 1: Values of $Q_{R, k}(0)$ for $k=0,1,2,3,4$ and 5.

Interchanging the order of differentiation in the second term, and after some simplification, we obtain

$$
\frac{d}{d b}\left\{k!Q_{R, k}(0)\right\}=\lim _{p \rightarrow 0}\left[\frac{d^{k}}{d p^{k}}\left\{\frac{-R p^{R} \frac{d}{d b} g(p)}{g^{R+1}(p)}\right\}\right]
$$

and since

$$
\frac{d}{d b} g(p)=\frac{g(p)-p}{b}
$$

we have

$$
k!\frac{d}{d b} Q_{R, k}(0)=-\frac{R}{b} \lim _{p \rightarrow 0}\left[\frac{d^{k}}{d p^{k}}\left\{\frac{p^{R}}{g^{R}(p)}-\frac{p^{R+1}}{g^{R+1}(p)}\right\}\right]
$$

and using (2.12)

$$
\begin{equation*}
b \frac{d}{d b} Q_{R, k}(0)=R\left(Q_{R+1, k}(0)-Q_{R, k}(0)\right) \tag{3.6}
\end{equation*}
$$

Now, the $Q(0)$ terms may be associated by constants $c_{1}, c_{2}$, and $c_{3}$ such that

$$
\begin{equation*}
Q_{R+1, k+1}(0)+c_{1}(R-(k+1)) Q_{R, k+1}(0)+c_{2} Q_{R, k}(0)+c_{3} Q_{R+1, k}(0)=0 ; \tag{3.7}
\end{equation*}
$$

the $(R-(k+1))$ factor in $Q_{R, k+1}(0)$ is required since it does not contribute for $R=$ $k+1$. From Table 1 we choose three $k$ values and substitute the respective $Q(0)$ values in (3.7). Then solving for $c_{1}, c_{2}$, and $c_{3}$ we obtain

$$
c_{1}=-\frac{1}{R(1+a b)}, \quad c_{2}=-\frac{a}{1+a b}, \quad \text { and } c_{3}=\frac{a}{1+a b}
$$

Hence from (3.7)

$$
\begin{equation*}
Q_{R+1, k+1}(0)-\frac{(R-(k+1))}{R(1+a b)} Q_{R, k+1}(0)-\frac{a}{1+a b} Q_{R, k}(0)+\frac{a}{1+a b} Q_{R+1, k}(0)=0 \tag{3.8}
\end{equation*}
$$

By substituting (3.6) in (3.8), and after some minor manipulation, we obtain the result (3.5), and the proof of Lemma 3.2 is complete.

Using the $Q_{R, k}(0)$ in Table 1, some closed form representation of the infinite series (2.15) are listed below.


Table 2. The closed form expression of (2.15) for $R=1,2,3,4$ and 5 .

In the next section we give a proof of the main Theorem 2.1.

## 4. Lemma and proof of Theorem 2.1

The following lemma will be useful for the proof of Theorem 2.1.

Lemma 4.1. A recurrence relation for the infinite series (2.14) is

$$
\begin{equation*}
R(1+a b) S_{R+1}+a b \frac{d}{d b} S_{R}-t S_{R}=0 \tag{4.1}
\end{equation*}
$$

Proof: From (2.13) and (2.14)

$$
\begin{equation*}
S_{R+1}=\sum_{n=0}^{\infty}\binom{n+R}{n} \frac{b^{n} e^{-b(t-a n)}(t-a n)^{n+R}}{(n+R)!}=\frac{1}{R}\left(t S_{R}-a \sum_{n=0}^{\infty} n T_{n}\right) \tag{4.2}
\end{equation*}
$$

Also, from (2.13) and (21.4)

$$
\begin{equation*}
\frac{d}{d b} S_{R}=\frac{1+a b}{b} \sum_{n=0}^{\infty} n T_{n}-t S_{R} \tag{4.3}
\end{equation*}
$$

Now multiplying (4.2) and (4.3) by $R(1+a b)$ and $a b$ respectively and substituting into the left hand side of (4.1) gives

$$
(1+a b) t S_{R}-a(1+a b) \sum_{n=0}^{\infty} n T_{n}+a(1+a b) \sum_{n=0}^{\infty} n T_{n}-(1+a b) t S_{R}=0
$$

which is identical to the right hand side of (4.1) and the proof of Lemma 4.1 is complete.

Proof of Theorem 2.1: The proof of Theorem 2.1 will involve an induction argument on the parameter $R$. For the basis, $R=1$, a proof of (2.15) has been given by Cerone and Sofo [5] using Bürmann's Theorem. For $R=2$, a proof of (2.15), by Bürmann's Theorem has been given by Sofo and Cerone [16], and it was indicated that the same style of proof could be carried out for other integer values of $R$ (proof by exhaustion). For large integer values of $R$ the algebra for such a proof is horrendous, even for algebraic packages such as Macsyma, hence the following induction argument settles the proof of (2.15). The induction argument for the right hand side of (2.15) will involve the recurrence relation (4.1). From (4.1)

$$
\begin{align*}
S_{R+1} & =\frac{1}{R(1+a b)}\left[t S_{R}-a b \frac{d}{d b} S_{R}\right] \\
& =\frac{1}{R(1+a b)}\left[\begin{array}{c}
t \sum_{k=0}^{R-1} \frac{t^{R-k-1}}{(R-k-1)!} Q_{R, k}(0) \\
-a b \sum_{k=0}^{R-1} \frac{t^{R-k-1}}{(R-k-1)!} \frac{d}{d b} Q_{R, k}(0)
\end{array}\right] \\
& =\frac{1}{R(1+a b)}\left[\begin{array}{c}
\frac{R t^{R}}{R!} Q_{R, 0}(0)+\sum_{k=1}^{R} \frac{(R-k) t^{R-k}}{(R-k)!} Q_{R, k}(0) \\
-a b \sum_{k=1}^{R} \frac{t^{R-k}}{(R-k)!} \frac{d}{d b} Q_{R, k-1}(0)
\end{array}\right] \tag{4.4}
\end{align*}
$$

where the counter in the third term has been adjusted. Now on collecting terms in (4.4) we have that
$S_{R+1}=\frac{1}{R(1+a b)} \sum_{k=1}^{R}\left[(R-k) Q_{R, k}(0)-a b \frac{d}{d b} Q_{R, k-1}(0)\right] \frac{t^{R-k}}{(R-k)!}+\frac{t^{R}}{(1+a b) R!} Q_{R, 0}(0)$.
From Lemma 3.2, after adjusting the counter $k$,

$$
\begin{equation*}
R(1+a b) Q_{R+1, k}(0)=(R-k) Q_{R, k}(0)-a b \frac{d}{d b} Q_{R, k-1}(0) \tag{4.6}
\end{equation*}
$$

so that by substituting (4.6) into the square bracket of (4.5) we have that

$$
\begin{align*}
S_{R+1} & =\frac{t^{R}}{(1+a b) R!} Q_{R, 0}(0)+\sum_{k=1}^{R} \frac{t^{R-k}}{(R-k)!} Q_{R+1, k}(0) \\
& =\frac{t^{R}}{R!} Q_{1,0}(0) Q_{R, 0}(0)+\sum_{k=1}^{R} \frac{t^{R-k}}{(R-k)!} Q_{R+1, k}(0) \tag{4.7}
\end{align*}
$$

where $Q_{1,0}(0)$ is identified in (3.1) or Table 1. By the convolution nature of the $Q(0)$ terms we may write equation (4.7) as

$$
\begin{aligned}
S_{R+1} & =\frac{t^{R}}{R!} Q_{R+1,0}(0)+\sum_{k=1}^{R} \frac{t^{R-k}}{(R-k)!} Q_{R+1, k}(0) \\
& =\sum_{k=0}^{R} \frac{t^{R-k}}{(R-k)!} Q_{R+1, k}(0)
\end{aligned}
$$

which completes the proof of Theorem 2.1.
For completeness it is now worthwhile to briefly indicate a functional relationship for the infinite sum (2.14). From the left hand side of (2.15), let

$$
t=a \tau, \rho=R-1 \text { and } \gamma=a b e^{a b}
$$

then

$$
\sigma_{\rho}(\tau)=\sum_{n=0}^{\infty} \frac{(-\gamma)^{n}(\tau+n)^{n+\rho}}{n!}, \rho=0,1,2,3, \ldots
$$

and

$$
\begin{equation*}
\sigma_{\rho}(\tau)+\gamma \sigma_{\rho}(\tau+1)=\tau \sigma_{\rho-1}(\tau) \tag{4.8}
\end{equation*}
$$

Pyke and Weinstock [14] gave a functional relationship of (4.8) for the case of $R=1$ only. Sofo and Cerone [16] have given a proof of the functional form (4.8) for the general case of integer $R$.

## 5. Extension of results

The dynamical system (2.1) may take other functional values of the forcing terms $w(t)$, other than $\delta(t)$, such that consequent results of (2.15) may be extended. If, for example we let (other forms may also be considered)

$$
w(t)=\frac{e^{-b t} t^{m-1}}{(m-1)!}
$$

in the system (2.1), where $m$ is a positive integer, and following the procedure of Section 2, we obtain

$$
\begin{align*}
& \sum_{n=0}^{\infty}\binom{n+R-1}{n} \frac{b^{n} e^{-b(t-a n)}(t-a n)^{n+m+R-1}}{(n+m+R-1)!}  \tag{5.1}\\
&=\sum_{\mu=0}^{R-1} \frac{t^{R-\mu-1} Q_{R, \mu}(0)}{(R-\mu-1)!}+\sum_{\nu=0}^{m-1} \frac{t^{m-\nu-1}}{(m-\nu-1)!} P_{m, \nu}(-b)
\end{align*}
$$

In identity (5.1) we have that

$$
\begin{aligned}
\nu!P_{m, \nu}(-b) & =\lim _{p \rightarrow-b}\left[\frac{d^{\nu}}{d p^{\nu}}\left\{(p+b)^{m} F(p)\right\}\right] ; \quad \nu=0,1,2,3, \ldots,(m-1), \\
\mu!Q_{R, u}(0) & =\lim _{p \rightarrow 0}\left[\frac{d^{\mu}}{d p^{\mu}}\left\{p^{R} F(p)\right\}\right] ; \quad \mu=0,1,2,3, \ldots,(R-1)
\end{aligned}
$$

and

$$
F(p)=\frac{1}{(p+b)^{m}\left(p+b-b e^{-a p}\right)^{R}}
$$

For $R=1$ and $m=2$ we have

$$
\sum_{n=0}^{\infty} \frac{b^{n} e^{-b(t-a n)}(t-a n)^{n+2}}{(n+2)!}=-\frac{e^{-b t}}{b e^{a b}}\left[t+\frac{1+a b e^{a b}}{b e^{a b}}\right]+\frac{1}{b^{2}(1+a b)}
$$

and for $R=2$ and $m=3$

$$
\begin{aligned}
& \sum_{n=0}^{\infty}\binom{n+1}{n} \frac{b^{n} e^{-b(t-a n)}(t-a n)^{n+4}}{(n+4)!} \\
& =e^{-b t}\left[\frac{t^{2}}{2\left(b e^{a b}\right)^{2}}+\frac{2 t\left(1+a b e^{a b}\right)}{\left(b e^{a b}\right)^{3}}+\frac{2\left(a b e^{a b}\right)^{2}+6 a b e^{a b}+3}{\left(b e^{a b}\right)^{4}}\right] \\
& \quad+\frac{t}{b^{3}(1+a b)^{2}}+\frac{a^{2}}{2 b^{2}(1+a b)^{3}}-\frac{3}{b^{4}(1+a b)^{2}}
\end{aligned}
$$

In the degenerate case, for $a=0$, from (5.1) we obtain the impressive identity

$$
\begin{aligned}
\sum_{n=0}^{\infty}\binom{n+R-1}{n} \frac{b^{n} e^{-b t} t^{n+m+R-1}}{(n+m+R-1)!}= & \frac{(-1)^{R}}{e^{b t}} \sum_{\nu-0}^{m-1} \frac{(R)_{\nu} t^{m-\nu-1}}{b^{R+\nu} \nu!(m-\nu-1)!} \\
& +\sum_{\mu=0}^{R-1} \frac{(-1)^{\mu}(m)_{\mu} t^{R-\mu-1}}{b^{m+\mu} \mu!(R-\mu-1)!}
\end{aligned}
$$

where

$$
\left.\begin{array}{c}
(x)_{0}=1 \\
(x)_{\rho}=x(x+1) \ldots(x+\rho-1)
\end{array}\right\}
$$

is known as Pochhammer's symbol. The identities (5.1) and (2.15) may be differentiated and integrated with respect to $t$ to produce more identities.

## 6. Conclusion

A method for the summation of infinite series has been described, the generation of an infinite sum was achieved by the application of Laplace transforms and the closed form representation was proved by an induction argument. We have generalised a result originally given by Euler and indicated a method for the generation of many other series. The method described in this paper may be easily extended to handle, for example, dynamical systems with multiple delays. In a forthcoming paper the authors will apply the techniques of this paper to generate infinite series that may be represented in closed form which depend on a multiple number of dominant zeros; we shall develop closed form representations of the sum

$$
\sum_{n=0}^{\infty}\binom{n+R-1}{n} \frac{b^{n k} e^{-b(t-a n)}(t-a n)^{n k+m+R k-1}}{(n k+m+R k-1)!}
$$

for general parameter values $a, b, k, m, R$ and $t$.
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