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Abstract

In this paper we present the theory of implicit Riordan arrays, that is, Riordan arrays which require the application of the
Lagrange Inversion Formula to be dealt with. We show several examples in which our approach gives explicit results, both in
finding closed expressions for sums and, especially, in solving classes of combinatorial sum inversions.
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1. Introduction

The concept of a Riordan array was first introduced by Shapiro et al. [14] to generalize the properties of the Pascal
Triangle (see also Rogers [13]), and immediately the authors recognized that the set of proper Riordan arrays has a
group structure. In [15], Sprugnoli used Riordan arrays to develop a method for proving combinatorial identities, and
then he showed how Riordan arrays can be used to perform combinatorial sum inversions [16]. The main advantage of
Riordan arrays is the fact that they provide a human or computer-free approach to these problems (see [7]), in contrast
to methods created for computer-based, or automated, proofs (see Petkovsek, Wilf and Zeilberger [11]).

A Riordan array is an infinite, lower triangular array (dy ), xen defined by two formal power series (d (), k(1))
such that d, x = [t"1d (t)h(t)*. When d(¢) is invertible (i.e., d(0) # 0), and h(r) has a compositional inverse
(i.e., h(0) = 0 and /4’ (0) # 0), the Riordan array is called proper: in the present paper we will be mainly interested
in proper Riordan arrays. We observe explicitly that the formal power series d(r)(h(1))* is the generating function of
the k-th column of the Riordan array (d, i), keN- It is easy to prove that the set of proper Riordan arrays is a group
with the usual operation of row-by-column product; this translates into the following rule: if £ = (f(¢), g(¢)) and
D = (d(t), h(t)), then

D x E = (d(t), h(1)) * (f (1), g(1)) = (d(1) f (h(1)), g(h(1))). )]

Furthermore, we have the following summation rule: if (d, i )n xen = (d(2), h(t)), then

D duifi = [1"1d@) f (h(1)), )

k=0
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where f(¢) is the generating function of the sequence (fx)xen. This theorem allows us to translate a combinatorial
sum into the extraction of a coefficient from a generating function, thus showing the close connection between Riordan
arrays and the method of coefficients as exposed in [9]. The previous formula is also called the transformation of f(t)
by the Riordan array (d(¢), h(¢)), and it will play a basic role in our developments.

Because of the group structure of proper Riordan arrays, if we denote by (d, ) ren the inverse of the proper
Riordan array (dy i) keN, We Obviously have

n n
8n = Zdn,kfk & fo= Zdn,kgk,
k=0 k=0

and this reduces the problem of many combinatorial sum inversions to the inversion of a proper Riordan array, a
problem strictly related to the Lagrange Inversion Formula (see, e.g., Goulden and Jackson [4]). Our main reference
for sum inversion will be Riordan’s book [12] (see also Egorychev and Zima [2]); an approach similar to the one used
in this paper is connected to the concept of a Schauder basis, as exposed by Huang in [6]; actually, a Schauder basis
(d()h(t)");ey is just the Riordan array (d(z), h(t)). See the end of Section 2.

When dealing with the general problem of finding a closed form for a combinatorial sum or of inverting it, we have
often to do with implicit generating functions. Suppose we have a sequence (c,),cN defined by an expression like
cn = [t"]1F ()¢ (t)". Since the expression depends on 7, just as the coefficient we have to extract, F(t)¢ (¢)" cannot
be considered the generating function of (c¢,),eN. In order to have an explicit generating function, we should apply
the Lagrange Inversion Formula in the so-called diagonalization form (see Theorem 2):

[ F) | [ Fwem) |
2" = [I—np'(w) “’_td’(w)]_[mw)—qu'(w) “’_"’S(w)]

where we have to solve the functional equation w = f¢(w) in w = w(¢). This is not always possible, and consequently
we call implicit the generating function of (c¢,),eN. A connection between Riordan arrays and the Lagrange Inversion
Formula can be found in Peart and Woan’s paper [10].

In this paper we present the theory of implicit Riordan arrays, that is, Riordan arrays which require the application
of the Lagrange Inversion Formula to be dealt with. In general, we cannot hope to find explicit solutions to implicit
problems, but we show several examples in which our approach gives explicit results, both in finding closed
expressions for sums and, especially, in solving classes of combinatorial sum inversions.

2. The problem of inverting combinatorial sums

In his book [12] Combinatorial Identities, Riordan considers the general problem of inverting combinatorial sums.
Leta, = ZZ:O dn kbk, (n € N) be a system of infinite identities, in which the sequence (b )kcn is unknown, while
the sequence (ax)icN and the array d, i are known: how is it possible to determine the first sequence? In other words,
is it possible to invert the sums and get b, = ZZ:O En,kak? If we substitute the by ’s in the first system of identities,
we immediately see that the two infinite arrays (dy, k), xen and (En,k),,’ reN should be the inverse of each other, so the
problem of inversion is equivalent to the inversion of the infinite array (d,, x), xen. Besides, as we shall see, sometimes
we can drop the hypothesis that D be a proper Riordan array and assume that it is a general Riordan array.

When (dy k)n keN 1s a proper Riordan array, the problem can be attacked in a systematic way by the underlying
theory, as we are now going to show. Actually, all the cases considered by Riordan can be reduced to this case, that
is, to the inversion of explicit or implicit Riordan arrays. Since proper Riordan arrays have a group structure (with
identity I = (1, 1)), in principle there is no theoretical problem: if D = (d(t), h(t)) then D = (d(t), h(t)) exists and
is unique. In practice, as Riordan’s book shows, things are quite different and the inversion of proper Riordan arrays
is not an obvious problem. In general, if D = (d(¢), h(¢)) and E = (f(¢), g(¢)) are two proper Riordan arrays, their
product is defined as in formula (1), and when E = D = (d(t), h(z)) the result should be the identity 7 = (1, ). In
this case we find d(t)d(h(r)) = 1 and h(h(t)) = t, so that the Lagrange Inversion Formula implies, after an obvious
change of variables,

— 1
o = [m

t:h(w):| and h(t) = [w]t = h(w)].
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Surely, the simplest inversion is
1 n 1 n
= b & by =) (=D)"* .
Aan kXZ(:) (k) k n g (k) ak

Here dy « = (}) and s0 (dy k)n ken is the Pascal triangle, that is, the proper Riordan array P = (1/(1 —1), /(1 —1)),
as is immediately proven:

o 1 RN A wk (O _n
=t (7)== (U)ot = (L) = ()

Therefore, we find

_ t 1
d(t):[l—wlw:t(l—w)]:|:1—w|w=1—+t:|=1—+t

and obviously h(t) = td(r); now, we have

- a1 t \" a1 (—k=1\_ . n
=t () =0 e = (U5) = ()

Actually, when the starting sum can be expressed as a generating function relation, the method can be made more
direct:

Theorem 1. Let us suppose that (dy, i) keN is the proper Riordan array (d(t), h(t)) and a(t), b(t) are the generating
functions of the sequences (ax)reN and (br)ren. Then the inverse relation of a, = 22:0 dp kby is obtained by
extracting the coefficient of t" in the relation

a(w)
b(t)=| ——=|t=h .
© [d(w) (w)}
Proof. By the summation formula for Riordan arrays, the starting sum can be written: a(t) = d(t)b(h(t)) or

b(h(t)) = a(t)/d(t). Now the formula follows when we set y = h(¢) and change variables to adjust notation. W
In the previous example, we have b(t) = [a(w)(1 — w) | t = w/(1 — w)], that is, by computing w = ¢/(1 + 1),

141 1+1
Riordan array P= ((Z) (‘Dn_k)n keN"

The direct computation of d(t), h(t) or the previous theorem can be sufficient to solve (at least in principle) the
problem of explicit inversion. Before examining implicit inversion, let us give a third approach to explicit inversion,
which directly gives the form of E,,, k- To this purpose, we need to introduce the Lagrange Inversion Formula in the
forms which will be used in what follows. Our basic reference is Goulden and Jackson [4].

b(t) = —a (L), which is the right part of the above inversion, because this transformation corresponds to the

Theorem 2. Let ¢ (t) be a formal power series with ¢ (0) # O, there exists a unique w = w(t) such that w(0) = 0
and w = t¢(w). Besides, we have

(1) if F(¢) is any formal Laurent series, then
1
[t"]F (w(t)) = [{"]1[F (w) | w = tp(w)] = ;[t"_I]F/(tW(t)"

["1F (¢ (1)" (9 (1) — 19 (1))

(2) if (cn)neN Is the sequence defined by c,, = [t"] f () (t)", where f(t) is a formal power series, then the generating
function of the sequence is given by the following diagonalization rule:
f(w) f(w)¢(w)

1 —1¢'(w) ¢ (w) —we'(w)

Ct) = [ w = t¢>(w)] = [

w = tqﬁ(u))i| .
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Proof. See Goulden and Jackson [4, p. 27] for (2) and the first part of (1). For the second part of (1), let us consider
the “residue” theorem as formulated by Goulden and Jackson:

[N f 08" @) = 171 (0)g )
and apply it to part (1):

1
["1F (w(1)) = [" NF )¢ @)" = *I]F ) (¢§t))

L@ (2O _ b (t) 19/ (1) — p(t)
- W%;( t ) - [ ]F(t)( ) ( - )

~["IF ()¢ ()"~ (1 (1) — (1))

This is what we were looking for. W

As an application of this theorem, we give a formula for the generic element in the inverse of any proper Riordan
array:

Theorqm 3. _Let D_ = (d(t), h(t)) be a proper Riordan array, the generic element En,k of the inverse proper Riordan
array D = (d(t), h(t)) is given by

h / ( t) t n+1
d(t) \h(r) '
Proof. The bivariate generating function of D is given by

d(1) _[ 1 1
1—wh() Ld(y) 1—wy

From this generating function we extract the appropriate coefficient by means of Theorem 2:

dn,k ="

= h(y)} .

7 [+ k L 1 _ 4 _
dnj = [1"[w ][d(y) l_wy‘t—h(w}—[t 1w [d( )Zw r—h@)]
k k n—1
| Y Y t t o h(t) —th'(t)
=l ][d<y> Y= h(yJ 170 wor (h(r) TPE >

which is equivalent to the formula in the assertion.

This result can be used to express Theorem 1 in another form:

Theorem 4. Let us suppose that the sum a, = Y ;_odnkbi corresponds to the generating function relation
a(t) =d(t)b(h(t)); that is, (dy, k) is the Riordan array (d(t), h(t)). Then the inverse sum is

B n B h/(l) t n+1
bn = ]; ( t d(t) (m) ) aj.

Proof. This is a simple consequence of Theorem 3 and of the fundamental property of sums containing a Riordan
array. W

Example. Some inversions in the book of Riordan are immediate applications of this theorem. Let us consider
inversion (2.2.2); that is,

n n
p+qgk—k p+qk—k ek (P +aqn—k
= by & b, = —1 ;
an /;(( n—k +4q n—k—1 k n /;)( ) n—k ag
here the Riordan array is found by developing the binomial coefficients:

K11 4 Pk g [ R (1 PR = (1 4 g (L4 0P (14 D9THE,



D. Merlini et al. / Discrete Mathematics 309 (2009) 475—486 479
thus obtaining

D=(1+gn+0DP, 1(L+0?7.
We now apply Theorem 4, which gives

_ Nk (1+t>ql+r<q—1><1+r)‘f2>
. _Z@ K ana+ora+ e )%

k=0
- Xn: (K] (1 +g(1+1)172 .
k=0 (1 +q0) (1 + 0)P(1 + ryna—n+a—1 ) %
n 0 o .
R N (e P (R A P
k=0 =0 n—k
y trg—ntltn—k—1l n— - wk (PHaqn—k
-x (" ity = S (P40,
k=0 n—k ~ w—k

Inversion (2.6.3) can be proved in the same way.

Example. Inversions (3.1.3) and (3.1.3a) in Riordan’s book [12] involve the use of exponential generating functions.
Let us prove the second one, which is rather interesting:

n

an=Z(Z)(x+n)(x+k)"*k*‘bk@b,,_Z( 1= k( )(x+n)” kq

k=0 k=0
By observing that (x + n) = (x + k) + (n — k), the sum is transformed as follows:

an N~ (R G+ by
E‘Z< TR (n—k—l)!>ﬁ'

Let us denote by a(r) the exponential generating function of a sequence (ax), which is the same as the ordinary
generating function of the sequence (ay/k!). Here, the Riordan array is found by observing that the two terms between
parentheses are

[tn—k]e(x+k)t + [tn—k—l]e(x—i-k)t — [tn](l + t)ext(tel)k;
hence
D = ((1+1)e", te).

Therefore, we have

— n—k e +tre a_k _ n < n—ky,—xt —n[)a_k
n' Z<[t ](l+[)exte(n+1)t> k' - Z [t ]e e k'

e
(n—k)! k!
This is equivalent to the right part of the inversion, as desired. Inversion (3.1.3) is proved in a similar way.

Example. Let us briefly consider the three examples 3.2, 3.3 and 3.4 in Huang’s paper [6]; as observed in the
Section 1, the Schauder bases (X'/(1 — X)P++1). o (X/e@tDX). _and (X' (X/(eX — 1))PT7),  correspond to
the three Riordan arrays:

1 t 1 t
- Pttt -
((1—r)p+1’1—r>’ (e 1e) ((ef—l)p’ef—l)’

and Theorem 4 can be used to find the inverse arrays. Obviously, they coincide with the arrays found by Huang.
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3. Implicit inversions

When the expression to be inverted depends on n, a direct application of the Riordan array concepts is no longer
feasible, and the rule of diagonalization should be applied. A typical example is the following:

a”:ZE:(Z)bk::§:<nfik)bk=:Uﬂ(1+rwba)

k=0 k=0

Because of the n, the relation a(¢) = (141¢)"b(¢) is not a genuine generating function equality. By the diagonalization
rule, we have
n n n b(U)) n
["1A +8)"b(t) = [t"] 1—; w=t(l4+w)|=0r"11A+wbw) | w=1t1+w)].
Now, the expression between the substitution brackets represents a generating function, because it does not depend on
n; therefore, we have

a@®) =[1+wbw) | w=1(1+ w)] a < > = (1 +w)b(w),

14+ w

and we have an expression only depending on w. By changing the indeterminate,

b(t) = 1 <L>
BEETECEYYA

Finally, this is a transformation of a(¢) by means of the proper Riordan array:

D— 1 t dyr =[] 1 t k_( 1)n—k<”>
T\l 41 141 k=T s ) T k

and we conclude with the inverse relation:

_n_nfkn
m_é(n Qﬁk

We can translate this approach into a general result:

Theorem 5. Let us suppose that the sum a, = Y ;_odnibx corresponds to the implicit Riordan array D =
(f(®O)d ()", 1), that is, to the relation a, = [t"] f ()P ()" b (1), with ¢ (0) £ O, then the inverse sum is

e [k @) — 19’ (1)
=2 ([t Froear ) e

k=0

Proof. By applying the rule of diagonalization, we have

at) = [ J(w)b(w)
1 —1¢'(w)

‘We now substitute w/¢ (w) for ¢ in both members, and find

a( w ) _ Sw)b(w)¢ (w)

¢ (w) ¢ (w) — we'(w)’

which is equivalent to

bw) = ¢(w) — wd)’(w)a( w )

f(w)¢(w) ¢ (w)

This formula proves that b(w) is the transformation of a(w) by the Riordan array

<¢(w)—w¢’(w) w)
fwew) * ow))’

w = t¢(w)i| .
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whose generic element is

¢(w>—w¢’(w)< w )"z[wn_k]fp(w)—qu’(w)
Figw)  \pw) ) )+

The formula we are looking for now follows from the Riordan array rule b, = ZZ:O 3,,, wa.. M

dny = [w"]

Example. As an example, let us consider inversion (2.4.1) in Riordan’s book. We start from

=Y ("ot

k

and observe that b,,_.; = [t”]b(t)(t")k; consequently, we consider b,_x as the generic element of the (not proper)
Riordan array (b(t), t¢). The sum corresponds to

ap = [t"1b@OIA + )" |y =17 =["1b)(1 +1)".
Therefore, we can apply Theorem 5 with f (1) = 1 and ¢ () = 1 + ¢“:

M (L 1€) — et N N (e T
= 3 (1 P ) = 1 (1 e )

k=0 k=0

1 —k—1 —k—1
- ,;((m —k)/c) —e=h ((n —k—c)/c))“"

Letusnowsetk =n —chorn —k = ch:

n/c
n—ch+nh n—ch+h—-1
bn=2<< . >+<c—1>< P ))anch,

h=0
as found by Riordan.

Example. In Egorychev [1, p. 91], we find the following problem: what is the value of fj if we know that

) (" _ 1) n" Kk + p)l fi = @p)in"tP?
= k—1

If we set by = (k + p)! f, we have to solve the inversion
4 n—1 n—k
an=z<k_1>n bx,
k=1
and eventually substitute to gy its value (2 p)Ik*TP_ The sum can be rewritten:

a= 3 (0 b = 3 (1) — 0 ko

k=0 k=0
By introducing exponential generating functions, we have

k=1 be . o
! _Z<(n_k), n—k— )!> T = [t"1e"b(t) — ["]te b(2).
Hence,
B 111 = e o),

and we apply Theorem 5 with f(#) =1 — ¢ and ¢ (t) = ¢':

te! ag nkk ak
= (g ) B = o
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n
_ _1\h—k n n—k
b= 3D ()& a
We now substitute their values to a; and to b,,:
n
1 £ — =k (VY pn—k 1. k+p
P = 3D (3)& ek

and derive Egorychev’s solution:

In= (ffimz( D' () K

We can go a bit further and find a closed form for the last sum. The generating function of the sequence (k”);cn is
(see, e.g., Graham, Knuth and Patashnik [5, p. 337])

> kit —ZH ] ,)k+1’

k>0

so we can apply the Riordan array transformation:

- n—k (VN 1n ) 1 = n+p k!yk
l;)(—l) <k)k tr — [t ]l_-i—t |:Z{ k } a _y)k+1

k=0

_ 1
Y1

1 i n+p N
l+t = k (l+t)k [k+1

i{ +p}k!tk={n:p}n!.

=~

=~
(=)

Consequently, we conclude that
2p)'n! {n +p }
(n+ p)! n )’

which is not present in Egorychev.

fn:

We can now give a general result for the inversion of sums:

Theorem 6. Let us suppose that the sum a, = Y ;_odnkbi corresponds to the implicit Riordan array D =
(f@®d@)", h(t)), that is, to the relation a, = [t"]f () ()"b(h(t)), with ¢(0) # 0, h(0) = 0 and h'(0) # O.

Then the inverse sum is

i @) — 1 O (1) 1! )
bn—];([t ] OO Ry )

Proof. By setting w = t¢(w) we eliminate the dependence on n:
P [ Jfw)b(h(w)) ¢ w) f(w)b(h(w))
’ 1= we!(w)/¢(w) ¢ (w) — we' (w)

This is a generating function identity, and therefore we get

< w ) _ ¢(w) f(w)b(h(w)) _ ¢(w) — we'(w) < w )
= or b(h(w)) = a .
¢ (w) $(w) — we'(w) ¢ (w) f(w) ¢ (w)

We now set y = h(w) in order to obtain an expression for b(y):

b _[¢(w)—w¢’(w) ( w )‘ _ yw}
I a w=-—1.
o (w) f(w) ¢ (w) h(w)

= t¢>(w)] = [1"] [ = t¢>(w)} .
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An application of the Lagrange inversion formula (Theorem 2) gives us

¢0%4Wma<t )Wmﬂ“
d@) f () ¢@)) h@mtl’

which is equivalent to the formula in the assertion. W

bn = [tn]

Example. Let us consider inversions of Abel’s type in Riordan’s book; the ingenious ways used by Riordan to prove
them can be substituted by a more systematic approach. Let us consider the sums

n

ap, = § (Z) (x + pn + qk)" *by;

they are equivalent to

a_,,_i(x-l—pn—i—qk)”’klﬁ
n!_ko (n —k)! k!’

and therefore we have

no_ [t"]e”(ept)"’b\(teqt).

The previous theorem, with f () = e*’, ¢(r) = eP’ and h(r) = re’’, allows us to invert:

br _ g <[,n_k] (1= per' (1 + qt)e‘ﬂ) a
n!
k=0

ekt Dpigtitar ) 1
n
— Z ([tn—k](l _ pt)(l +qt)e—(x+pk+qn)t) a_k
= k!
1 _ n—k n—kn—k—1Y\ (x+ pk+gn)"* a
=) D" k(1+(p—q> - g > ) T
P x + pk+gqn (x + pk +gn) (n —k)! k!

The quantity between parentheses can be easily developed, and eventually we have

by = n—k 2 2 (x + pk+qn)n7k72 ag

ai = 2D (P @k 457+ x(p+ 9+ + pgln — k) “—F0 T
or

P Sy (1) G pon g b+ pk+ g2

= L) Fexpang, :

Inversions (3.1.2), (3.1.3), (3.1.3a), (3.1.4) and (3.1.5) in Riordan’s book [12] are particular cases of this formula. In
fact we have the following correspondences:

3.1.2) p=1 qg=-—1 F(x,p,n,q,k):xQ—n+k
(3.1.3) p=0 g=1 F(x,p,n,q,k)=x+k)(x +n)
(3.1.3a) p=1 qg=0 F(x,p,n,q, k)= x+k)(x+n)
B.14) p=1 qg=1 F(x,p,n,q,k)=x+2n)(x+n-+k)
3.1.5) x=0 p=qg=1 F(x,p,n,q,k)=4nk +n —k.

Obviously, other inversions are obtained by assigning different values to x, p, ¢, and the reader can try with some
cases of interest.
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4. Implicit summation

The diagonalization rule allows us to solve many combinatorial sums by using the method of Riordan arrays, that
is Eq. (2). As we have shown in [15], this equation can take on several special forms, which are worthy of being
considered on their own. We quote without proof the following cases.

The formula for partial sums:

n
f(@)
> =l
k=0 — 1
the Euler transformation:

;(Z)fk = f (1%;)

the so-called rule A:

"\ [ n+ak n tm th—a .
Z<m+bk)fk:[t Ty 'f<(1—t)h> b>a

k=0

and the so-called rule B for simple binomial coefficients:

"\ (n+ak m - .
k=0

Let us consider the following partial sum ((1.84) in Gould’s collection [3]):

s, :Z<2nk— 1) _ gl +<2n— 1) > 1)

n

where the index k is limited by the sum, not by the binomial coefficient. The formula for partial sums now gives

R Y A ) o | 1 Ttw| .
Sn_§< k >_[t]l—_t_[t]_(1+w)(1—w)'l—w‘w_t(l+w)i|'

If we solve the functional equation w = ¢ (1 + w)?, we have

. 1 1—20—JT—41| 1, 1—-2+VT—4& ,, (2n—1
Sy = [t"] = =41y .
(1 —w)?

w = = —["]
An analogous pattern follows the identity of Szily (3.38) in Gould’s collection:

2 2 1 — 4¢
S, = Xn: e 2 20\ (20 (2r\ (n+r\T" @)@
n_k:_n( ) (”_k><”_k>_<n><r>< n > T+l

By using rule B, we find

n

— Y _ 1)k 2n 2r _ 40 2n (_l)r(l_u)Zr — i|
S,,_k;n( i) (n_k><r_k)—[t 11 +1) [ - u=t
_\2r _ 2r
=(—1)’[t"](1+t)2"(1—t)=(—1)r[’”][(1 a '1+w'w=t<1+w>2]
tr w’ 1—w

By solving the functional equation, we find the values

(1—w)?  1—4r 1+w 1

9

w t l—w  J1—47
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and this allows us to find the sum:

S = (=)["1(0 =40y~ = (=1 (r ’ Uz) (4" = (—1)" (r ’ 1/2> 4,
n+r n+r

This expression can be simplified by observing that

(r - 1/2) =1/ —3/2)-- (—n+1/2)

n+r (n+r)!
@ —=D@r=3)---(=2n4+1) _ 2n!2n)!(-1)"
N 20+ (n 4 1)) ()

Therefore we conclude:

o _ et _ (2r (20 (ntr)7
n_r!n!(n+r)!_<r><n>< n > ’

The following identity is rather complicated ((3.57) in Gould’s collection):

2n
_Z— [ 2n 2n+2x\ (n+x—1/2 \2nx
Sn_kzo( D (k)( k+x >_< 2n +x >( K ’

We begin by using rule B:
2n 2n+2x 2x
2n 2n + 2x 1—uw) 1—=1
S = _1k — t2n 1 t2n —t| = t2n 1_t2 2n
’ k§:0< ) (2n_k>( i ) [P0+ 07" | | u [P0 = )"

and then we set m = 2n:

—1)2x —a2\7* )

w 1+ w?

w:t(l—wz):|.

Now we solve the functional equation:

V1+42 -1

2
t _t:O, =
w” 4w w ey

and compute the relevant quantities:

(1—w?) V1442 -2 1 —w? 1

)

w t 1+w2_*/1+4t2.

Thus we have

5 ! VI+42 =2 x_[t2n+x](¢1+4t2—2t)x
n — —_— .
V14412 t V1+ 412

At this point we apply the Lagrange Inversion Formula in the following particular way (see [8]): we set F' =
A1 442 — 2t and t = w/¢; then we find

4wF
2 — 2 4 2’ — .
OF + 2w =/¢° + 4w o} 1_f2

Since we should have F(0) = 1, we set ¢ = F and find 1 — ¢> = 4w. Consequently, we have

2
db=vT—dw=F:  w=tT—dw; VI+42=F+2% =1 4w+ —nr _

VI—4w’
Returning to S, we find
V1 —4w)*
Sy =[] (V1 = 4w) w= 1T 7w |.
V1 —4w 42w/ 1 — 4w
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By applying case (1) in Theorem 2, we obtain

(W1 —4n* _ 2t
Sn — 2n+x /1 —_4 2n+x—1 < /] —4 —>
R N g VT

= [P (T — a2 = (” G 2) (=4,
2n +x

We could illustrate the method with many other examples, but we conclude with formula (1.119) in Gould’s
collection, a special case of a general formula due to Abel:

n

k=1

The sum can be easily transformed:

n n—k _ k—1
Si=ny GO G-y
= (n—k) k!

The first factor corresponds to a Riordan array:

k n—k
% = ["*1e? s D = (1,2e),
while for the second we have
k—1
(x —z'k) _ 1 ([tk]e(x—yk)t T y[tk—l]e(x—yk)t> _ 1 ([tk](l + yt)exte—ykt> :
! X X

this corresponds to the generating function:

3 -yt L [(1 + yw)e"

k! X 14+ yw

w = te_ywj| = l [exw| w = te_yw] )
k=0 X

Finally, we can develop the sum by performing a substitution inside another substitution:

| |
S0 =20 [[e|w=ue] |u =] = Dpmer =5,
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