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#### Abstract

In this paper, the authors establish some explicit formulas and representations for the Nörlund polynomial $B_{n}^{(x)}$ and $b_{n}^{(x)}$. Several identities involving Bernoulli numbers, Nörlund numbers, Stirling numbers and the associated Stirling numbers are also presented. © 2006 Elsevier Ltd. All rights reserved.
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## 1. INTRODUCTION AND DEFINITIONS

For a real or complex parameter $\alpha$, the generalized Bernoulli polynomials $B_{n}^{(\alpha)}(x)$ and the generalized Euler polynomials $E_{n}^{(\alpha)}(x)$, each of degree $n$ in $x$ as well as in $\alpha$, are defined by means of the following generating functions (see, for details, [1, p. 253 et seq.; 2, Section 2.8; 3, Section 1.6]):

$$
\begin{equation*}
\left(\frac{t}{e^{t}-1}\right)^{\alpha} e^{x t}=\sum_{n=0}^{\infty} B_{n}^{(\alpha)}(x) \frac{t^{n}}{n!} \quad\left(|t|<2 \pi ; 1^{\alpha}:=1\right) \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{2}{e^{t}+1}\right)^{\alpha} e^{x t}=\sum_{n=0}^{\infty} E_{n}^{(\alpha)}(x) \frac{t^{n}}{n!} \quad\left(|t|<\pi ; 1^{\alpha}:=1\right) \tag{1.2}
\end{equation*}
$$

respectively. Clearly, we have

$$
\begin{equation*}
B_{n}^{(1)}(x)=B_{n}(x) \quad \text { and } \quad E_{n}^{(1)}(x)=E_{n}(x) \quad\left(n \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}\right) \tag{1.3}
\end{equation*}
$$

[^0]in terms of the classical Bernoulli polynomials $B_{n}(x)$ and the classical Euler polynomials $E_{n}(x), \mathbb{N}$ being the set of positive integers. When $x=0$, we also have
\[

$$
\begin{equation*}
B_{n}^{(\alpha)}:=B_{n}^{(\alpha)}(0) \quad \text { and } \quad E_{n}^{(\alpha)}:=E_{n}^{(\alpha)}(0) \quad\left(n \in \mathbb{N}_{0}\right), \tag{1.4}
\end{equation*}
$$

\]

where $B_{n}^{(\alpha)}$ and $E_{n}^{(\alpha)}$ denote the Bernoulli numbers of order $\alpha$ and the Euler numbers of order $\alpha$, respectively. Thus, the classical Bernoulli numbers $B_{n}$ and the classical Euler numbers $E_{n}$ are given by

$$
\begin{equation*}
B_{n}:=B_{n}(0)=B_{n}^{(1)} \quad \text { and } \quad E_{n}:=2^{n} E_{n}\left(\frac{1}{2}\right) \quad\left(n \in \mathbb{N}_{0}\right) \tag{1.5}
\end{equation*}
$$

Numerous interesting (and useful) properties and relationships involving each of these families of polynomials and numbers can be found in many books and tables (see, for example, [1-3]). For various explicit representations and other results for these and their closely-related families, the reader may be referred to some recent works by (for example) Srivastava et al. ([4-6]) and Luo and Srivastava [ 7 ] (see also many of the references cited in each of these recent works). The main subjects of our investigation in this paper are the so-called Nörlund polynomials $B_{n}^{(x)}$ and $b_{n}^{(x)}$, which are defined by (see [8-10])

$$
\begin{equation*}
\left(\frac{t}{e^{t}-1}\right)^{x}=\sum_{n=0}^{\infty} B_{n}^{(x)} \frac{t^{n}}{n!} \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{t}{\log (1+t)}\right)^{x}=\sum_{n=0}^{\infty} b_{n}^{(x)} t^{n} \tag{1.7}
\end{equation*}
$$

respectively. These polynomials and numbers have many important applications. In fact, $B_{n}^{(k)}$ $(k \in \mathbb{N})$ are the above-mentioned Bernoulli numbers of order $k(k \in \mathbb{N})$ (see also [11,12]), $b_{n}^{(k)}(k \in$ $\mathbb{N})$ are the Bernoulli numbers of the second kind of order $k(k \in \mathbb{N})$ (see [13]). The numbers

$$
B_{n}^{(1)}=B_{n} \quad \text { and } \quad b_{n}^{(1)}=b_{n}
$$

are the ordinary Bernoulli numbers given by (1.5) and the Bernoulli numbers of the second kind, respectively, and $B_{n}^{(n)}$ are called the Nörlund numbers (see $[10,12,14]$ ).

We now turn to the Stirling numbers $s(n, k)$ of the first kind, which are usually defined by (see, for example, [3, p. 56 et seq.; 10,14,15])

$$
\begin{equation*}
x(x-1)(x-2) \ldots(x-n+1)=\sum_{k=0}^{n} s(n, k) x^{k} \tag{1.8}
\end{equation*}
$$

or by means of the following generating function:

$$
\begin{equation*}
(\log (1+x))^{k}=k!\sum_{n=k}^{\infty} s(n, k) \frac{x^{n}}{n!} . \tag{1.9}
\end{equation*}
$$

It follows from (1.8) or (1.9) that

$$
\begin{equation*}
s(n, k)=s(n-1, k-1)-(n-1) s(n-1, k) \tag{1.10}
\end{equation*}
$$

and that

$$
s(n, 0)=\delta_{n, 0} \quad\left(n \in \mathbb{N}_{0}\right), \quad s(n, n)=1,
$$

$$
s(n, 1)=(-1)^{n-1}(n-1)!\quad(n \in \mathbb{N}) \quad \text { and } \quad s(n, k)=0 \quad(k>n \text { or } k<0),
$$

where (and in what follows) $\delta_{m, n}$ denotes the Kronecker symbol.
The associated Stirling numbers $d(n, k)$ of the first kind and the associated Stirling numbers $b(n, k)$ of the second kind are defined, respectively, by (see $[10,15]$ )

$$
\begin{equation*}
(-\log (1-x)-x)^{k}=k!\sum_{n=2 k}^{\infty} d(n, k) \frac{x^{n}}{n!} \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(e^{x}-1-x\right)^{k}=k!\sum_{n=2 k}^{\infty} b(n, k) \frac{x^{n}}{n!} . \tag{1.12}
\end{equation*}
$$

It follows from (1.11) that

$$
\begin{equation*}
d(n, k)=(n-1) d(n-2, k-1)+(n-1) d(n-1, k) \tag{1.13}
\end{equation*}
$$

and that

$$
d(n, 0)=\delta_{n, 0} \quad\left(n \in \mathbb{N}_{0}\right), \quad d(n, 1)=(n-1)!\quad(n \in \mathbb{N} \backslash\{1\}),
$$

and

$$
d(n, k)=0 \quad(2 k>n \text { or } k<0) .
$$

Similarly, we find from (1.12) that

$$
\begin{equation*}
b(n, k)=(n-1) b(n-2, k-1)+k b(n-1, k) \tag{1.14}
\end{equation*}
$$

and that

$$
\begin{array}{ll}
b(n, 0)=\delta_{n, 0} & \left(n \in \mathbb{N}_{0}\right), \\
b(n, 1)=1 & (n \in \mathbb{N} \backslash\{1\}),
\end{array}
$$

and

$$
b(n, k)=0 \quad(2 k>n \text { or } k<0) .
$$

The main purpose of this paper is to prove several explicit formulas and representations for the Nörlund polynomials $B_{n}^{(x)}$ and $b_{n}^{(x)}$. We also obtain some identities involving Bernoulli numbers, Nörlund numbers, Stirling numbers, and the associated Stirling numbers.

## 2. A SET OF MAIN RESULTS

One of our main results is contained in Theorem 1 below.
Theorem 1. Let $n \geqq k(n, k \in \mathbb{N})$ and

$$
\begin{equation*}
\sigma(n, k):=(-1)^{k} \sum_{j=k}^{n} \frac{n!}{(n+j)!} s(j, k) b(n+j, j) . \tag{2.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
B_{n}^{(x)}=\sum_{k=1}^{n} \sigma(n, k) x^{k} . \tag{2.2}
\end{equation*}
$$

Remark 1. By setting $x=1,-1$ in Theorem 1 and noting that

$$
B_{n}^{(-1)}=\frac{1}{n+1},
$$

we immediately deduce the following consequence of Theorem 1 .

Corollary 1. Let $n \in \mathbb{N}$. Then,

$$
\begin{equation*}
\sum_{k=1}^{n} \sigma(n, k)=B_{n} \quad \text { and } \quad \sum_{k=1}^{n}(-1)^{k} \sigma(n, k)=\frac{1}{n+1} \tag{2.3}
\end{equation*}
$$

Theorem 2. Let $n \geqq k$ ( $n, k \in \mathbb{N}$ ). Suppose also that $\sigma(n, k)$ is defined by (2.1). Then

$$
\begin{equation*}
\sigma(n, k)=(-1)^{n-k} \frac{n!}{k!} \sum_{v_{1}, \ldots, v_{k} \in \mathbb{N}}^{v_{1}+\cdots+v_{k}=n} \frac{B_{v_{1}} \ldots B_{v_{k}}}{\left(v_{1} \ldots v_{k}\right) v_{1}!\ldots v_{k}!} \tag{2.4}
\end{equation*}
$$

REMARK 2. By means of (2.1) and (2.4), we can easily deduce the following interesting summation identity involving the Bernoulli numbers, the Stirling numbers of the first kind, and the associated Stirling numbers of the second kind.
Corollary 2. Let $n \geqq k(n, k \in \mathbb{N})$. Then

$$
\begin{equation*}
\sum_{v_{1}, \ldots, v_{k} \in \mathbb{N}}^{v_{1}+\cdots+v_{k}=n} \frac{B_{v_{1}} \ldots B_{v_{k}}}{\left(v_{1} \ldots v_{k}\right) v_{1}!\ldots v_{k}!}=(-1)^{n} k!\sum_{j=k}^{n} \frac{s(j, k) b(n+j, j)}{(n+j)!} . \tag{2.5}
\end{equation*}
$$

Remark 3. Upon setting $n=k, k+1, k+2$ in (2.5), if we note that (see $[3,10,12,14]$ )

$$
B_{1}=-\frac{1}{2}, \quad B_{2}=\frac{1}{6}, \quad B_{3}=0
$$

and that

$$
s(k, k)=1, \quad s(k+1, k)=-\binom{k+1}{2}, \quad \text { and } \quad s(k+2, k)=2\binom{k+2}{3}+3\binom{k+2}{4}
$$

we get

$$
b(2 k, k)=\frac{(2 k)!}{2^{k} k!}, \quad b(2 k+1, k)=\frac{4 \cdot(2 k+1)!}{3 \cdot 2^{k+2}(k-1)!}
$$

and

$$
b(2 k+2, k)=\frac{(2 k+1) \cdot(2 k+2)!}{9 \cdot 2^{k+2}(k-1)!}
$$

Theorem 3. Let $n \geqq k(n, k \in \mathbb{N})$ and

$$
\begin{equation*}
\tau(n, k):=(-1)^{n-k} \sum_{j=k}^{n} \frac{s(j, k) d(n+j, j)}{(n+j)!} \tag{2.6}
\end{equation*}
$$

Then

$$
\begin{equation*}
b_{n}^{(x)}=\sum_{k=1}^{n} \tau(n, k) x^{k} \tag{2.7}
\end{equation*}
$$

Remark 4. Setting $x=1,-1$ in Theorem 3 and noting that

$$
b_{n}^{(-1)}=\frac{(-1)^{n}}{n+1}
$$

we deduce the following immediate consequence of Theorem 3 .
Corollary 3. Let $n \in \mathbb{N}$. Then

$$
\begin{equation*}
\sum_{k=1}^{n} \tau(n, k)=b_{n} \quad \text { and } \quad \sum_{k=1}^{n}(-1)^{k} \tau(n, k)=\frac{(-1)^{n}}{n+1} . \tag{2.8}
\end{equation*}
$$

Theorem 4. Let $n \geqq k(n, k \in \mathbb{N})$. Then

$$
\begin{equation*}
\tau(n, k)=\frac{(-1)^{k}}{k!} \sum_{v_{1}, \ldots, v_{k} \in \mathbb{N}}^{v_{1}+\cdots+v_{k}=n} \frac{B_{v_{1}}^{\left(v_{1}\right)} \ldots B_{v_{k}}^{\left(v_{k}\right)}}{\left(v_{1} \ldots v_{k}\right) v_{1}!\ldots v_{k}!}, \tag{2.9}
\end{equation*}
$$

where $\tau(n, k)$ is defined as in Theorem 3.
Remark 5. By applying (2.6) and (2.9), we can readily derive the following consequence of Theorem 4.
Corollary 4. Let $n \geqq k(n, k \in \mathbb{N})$. Then,

$$
\begin{equation*}
\sum_{v_{1}, \ldots, v_{k} \in \mathbb{N}}^{v_{1}+\cdots+v_{k}=n} \frac{B_{v_{1}}^{\left(v_{1}\right)} \ldots B_{v_{k}}^{\left(v_{k}\right)}}{\left(v_{1} \ldots v_{k}\right) v_{1}!\ldots v_{k}!}=(-1)^{n} k!\sum_{j=k}^{n} \frac{s(j, k) d(n+j, j)}{(n+j)!} . \tag{2.10}
\end{equation*}
$$

Remark 6. By setting $n=k, k+1, k+2$ in (2.10) and noting that (see [3,10,12,14])

$$
B_{1}=-\frac{1}{2}, \quad B_{2}^{(2)}=\frac{5}{6}, \quad B_{3}^{(3)}=-\frac{9}{4},
$$

and that

$$
s(k, k)=1, \quad s(k+1, k)=-\binom{k+1}{2}, \quad \text { and } \quad s(k+2, k)=2\binom{k+2}{3}+3\binom{k+2}{4}
$$

we gct

$$
d(2 k, k)=\frac{(2 k)!}{2^{k} k!}, \quad d(2 k+1, k)=\frac{(2 k+1)!}{3 \cdot 2^{k-1}(k-1)!},
$$

and

$$
d(2 k+2, k)=\frac{(4 k+5) \cdot(2 k+2)!}{9 \cdot 2^{k+1}(k-1)!}
$$

Remark 7. Setting $n=1,2,3,4$ in Theorem 1, we get

$$
B_{1}^{(x)}=-\frac{1}{2} x, \quad B_{2}^{(x)}=-\frac{1}{12} x+\frac{1}{4} x^{2}, \quad B_{3}^{(x)}=\frac{1}{8} x^{2}-\frac{1}{8} x^{3},
$$

and

$$
B_{4}^{(x)}=\frac{1}{120} x+\frac{1}{48} x^{2}-\frac{1}{8} x^{3}+\frac{1}{16} x^{4}
$$

Remark 8. Setting $n=1,2,3,4$ in Theorem 3, we get

$$
b_{1}^{(x)}=\frac{1}{2} x, \quad b_{2}^{(x)}=-\frac{5}{24} x+\frac{1}{8} x^{2}, \quad b_{3}^{(x)}=\frac{1}{8} x-\frac{5}{48} x^{2}+\frac{1}{48} x^{3},
$$

and

$$
b_{4}^{(x)}=-\frac{251}{2880} x+\frac{97}{1152} x^{2}-\frac{5}{192} x^{3}+\frac{1}{384} x^{4} .
$$

Remark 9. Setting $k=1$ in Corollary 2 and Corollary 4, we obtain

$$
\begin{equation*}
B_{n}=n \cdot n!\sum_{j=1}^{n}(-1)^{n-j-1} \frac{(j-1)!b(n+j, j)}{(n+j)!} \quad(n \in \mathbb{N}) \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{n}^{(n)}=n \cdot n!\sum_{j=1}^{n}(-1)^{n-j-1} \frac{(j-1)!d(n+j, j)}{(n+j)!} \quad(n \in \mathbb{N}) \tag{2.12}
\end{equation*}
$$

respectively.

## 3. PROOFS OF THEOREMS 1-4

In this section, we present an outline of the proof of each of our main results stated in Section 2. Proof of Theorem 1. By (1.6) and (1.12), we have

$$
\begin{align*}
\sum_{n=0}^{\infty} B_{n}^{(x)} \frac{t^{n}}{n!} & =\left(\frac{t}{e^{t}-1}\right)^{x}=\left(\frac{1}{1+(1 / t)\left(e^{t}-1-t\right)}\right)^{x} \\
& =\sum_{j=0}^{\infty}(-1)^{j}\binom{x+j-1}{j}\left(e^{t}-1-t\right)^{j} t^{-j} \\
& =\sum_{j=0}^{\infty}(-1)^{j}\binom{x+j-1}{j} j!\sum_{n=2 j}^{\infty} b(n, j) \frac{t^{n-j}}{n!}  \tag{3.1}\\
& =\sum_{j=0}^{\infty}(-1)^{j}\binom{x+j-1}{j} j!\sum_{n=j}^{\infty} b(n+j, j) \frac{t^{n}}{(n+j)!} \\
& =\sum_{n=0}^{\infty} \sum_{j=0}^{n}(-1)^{j} j!\binom{x+j-1}{j} b(n+j, j) \frac{t^{n}}{(n+j)!}
\end{align*}
$$

which readily yields

$$
\begin{aligned}
B_{n}^{(x)} & =\sum_{j=0}^{n}(-1)^{j} \frac{n!j!}{(n+j)!}\binom{x+j-1}{j} b(n+j, j) \\
& =\sum_{j=0}^{n}(-1)^{j} \frac{n!}{(n+j)!} b(n+j, j) \cdot(x+j-1)(x+j-2) \ldots(x+1) x \\
& =\sum_{j=0}^{n}(-1)^{j} \frac{n!}{(n+j)!} b(n+j, j) \sum_{k=1}^{j}(-1)^{j-k} s(j, k) x^{k} \\
& =\sum_{k=1}^{n}(-1)^{k} \sum_{j=k}^{n} \frac{n!}{(n+j)!} s(j, k) b(n+j, j) x^{k}=\sum_{k=1}^{n} \sigma(n, k) x^{k}
\end{aligned}
$$

This completes the proof of Theorem 1.
Proof of Theorem 2. By applying Theorem 1, we have

$$
\begin{equation*}
k!\sigma(n, k)=\left.\frac{d^{k}}{d x^{k}}\left\{B_{n}^{(x)}\right\}\right|_{x=0} \tag{3.2}
\end{equation*}
$$

On the other hand, it follows from (1.6) that

$$
\begin{equation*}
\left.\sum_{n=k}^{\infty} \frac{d^{k}}{d x^{k}}\left\{B_{n}^{(x)}\right\}\right|_{x=0} \frac{t^{n}}{n!}=\left(\log \left(\frac{t}{e^{t}-1}\right)\right)^{k} \tag{3.3}
\end{equation*}
$$

Thus, by (3.2) and (3.3), we have

$$
\begin{equation*}
k!\sum_{n=k}^{\infty} \sigma(n, k) \frac{t^{n}}{n!}=\left(\log \left(\frac{t}{e^{t}-1}\right)\right)^{k} \tag{3.4}
\end{equation*}
$$

which, in view of the following known result (see [9]),

$$
\sum_{n=1}^{\infty} \frac{B_{n}}{n} \frac{(-t)^{n}}{n!}=\log \left(\frac{e^{t}-1}{t}\right)
$$

yields

$$
\begin{align*}
k!\sum_{n=k}^{\infty} \sigma(n, k) \frac{t^{n}}{n!} & =\left(-\sum_{n=1}^{\infty} \frac{B_{n}}{n} \frac{(-t)^{n}}{n!}\right)^{k} \\
& =\sum_{n=k}^{\infty}\left((-1)^{n-k} n!\sum_{v_{1}, \ldots, v_{k} \in \mathbb{N}}^{v_{1}+\cdots+v_{k}=n} \frac{B_{v_{1}} \ldots B_{v_{k}}}{\left(v_{1} \ldots v_{k}\right) v_{1}!\ldots v_{k}!}\right) \frac{t^{n}}{n!} . \tag{3.5}
\end{align*}
$$

The assertion (2.4) of Theorem 2 would now follow easily from (3.5).
Proof of Theorem 3. By (1.7) and (1.11), we have

$$
\begin{align*}
\sum_{n=0}^{\infty} b_{n}^{(x)} t^{n} & =\left(\frac{t}{\log (1+t)}\right)^{x}=\left(\frac{1}{1+(1 / t)(\log (1+t)-t)}\right)^{x} \\
& =\sum_{j=0}^{\infty}(-1)^{j}\binom{x+j-1}{j}(\log (1+t)-t)^{j} t^{-j} \\
& =\sum_{j=0}^{\infty}(-1)^{j}\binom{x+j-1}{j} j!\sum_{n=2 j}^{\infty}(-1)^{n-j} d(n, j) \frac{t^{n-j}}{n!}  \tag{3.6}\\
& =\sum_{j=0}^{\infty}(-1)^{j}\binom{x+j-1}{j} j!\sum_{n=j}^{\infty}(-1)^{n} d(n+j, j) \frac{t^{n}}{(n+j)!} \\
& =\sum_{n=0}^{\infty} \sum_{j=0}^{n}(-1)^{n-j} j!\binom{x+j-1}{j} d(n+j, j) \frac{t^{n}}{(n+j)!},
\end{align*}
$$

which leads us easily to

$$
\begin{aligned}
b_{n}^{(x)} & =\sum_{j=0}^{n}(-1)^{n-j} \frac{j!}{(n+j)!}\binom{x+j-1}{j} d(n+j, j) \\
& =\sum_{j=0}^{n}(-1)^{n-j} \frac{1}{(n+j)!} d(n+j, j) \cdot(x+j-1)(x+j-2) \ldots(x+1) x \\
& =\sum_{j=0}^{n}(-1)^{n-j} \frac{1}{(n+j)!} d(n+j, j) \sum_{k=1}^{j}(-1)^{j-k} s(j, k) x^{k} \\
& =\sum_{k=1}^{n}(-1)^{n-k} \sum_{j=k}^{n} \frac{s(j, k) d(n+j, j)}{(n+j)!} x^{k}=\sum_{k=1}^{n} \tau(n, k) x^{k} .
\end{aligned}
$$

This completes the proof of Theorem 3.
Proof of Theorem 4. By applying Theorem 3, we have

$$
\begin{equation*}
k!\tau(n, k)=\left.\frac{d^{k}}{d x^{k}}\left\{b_{n}^{(x)}\right\}\right|_{x=0} \tag{3.7}
\end{equation*}
$$

On the other hand, it follows from (1.7) that

$$
\begin{equation*}
\left.\sum_{n=k}^{\infty} \frac{d^{k}}{d x^{k}}\left\{b_{n}^{(x)}\right\}\right|_{x=0} t^{n}=\left(\log \left(\frac{t}{\log (1+t)}\right)\right)^{k} \tag{3.8}
\end{equation*}
$$

By means of (3.7) and (3.8), we get

$$
\begin{equation*}
k!\sum_{n=k}^{\infty} \tau(n, k) t^{n}=\left(\log \left(\frac{t}{\log (1+t)}\right)\right)^{k} . \tag{3.9}
\end{equation*}
$$

Since (see $[11,12]$ )

$$
\sum_{n=0}^{\infty} B_{n}^{(n)} \frac{t^{n}}{n!}=\frac{t}{(1+t) \log (1+t)}
$$

it is easily seen that

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(-\frac{B_{n}^{(n)}}{n}\right) \frac{t^{n}}{n!}=\log \left(\frac{t}{\log (1+t)}\right) \tag{3.10}
\end{equation*}
$$

Therefore, by comparing (3.10) with (3.9), we have

$$
\begin{align*}
k!\sum_{n=k}^{\infty} \tau(n, k) t^{n} & =\left(-\sum_{n=1}^{\infty} \frac{B_{n}^{(n)}}{n} \frac{t^{n}}{n!}\right)^{k} \\
& =\sum_{n=k}^{\infty}\left((-1)^{k} \sum_{v_{1}, \ldots, v_{k} \in \mathbb{N}}^{v_{1}+\cdots+v_{k}=n} \frac{B_{v_{1}}^{\left(v_{1}\right)} \ldots B_{v_{k}}^{\left(v_{k}\right)}}{\left(v_{1} \ldots v_{k}\right) v_{1}!\ldots v_{k}!}\right) t^{n} \tag{3.11}
\end{align*}
$$

which readily yields the assertion (2.9) of Theorem 4.
Numerous further results involving the polynomials and numbers considered in this paper can also be derived by using the methods and techniques described here.
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