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#### Abstract

We give explicitly recurrence relations satisfied by the connection coefficients between two families of the classical orthogonal polynomials of a discrete variable (i.e., associated with the names of Charlier, Meixner, Krawtchouk and Hahn). Also, a recurrence relation is given for the coefficients in the formula expressing the $n$th associated polynomial in terms of the original polynomials.
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## 1. Introduction

Let $\left\{P_{k}(x)\right\}$ be any system of the classical orthogonal polynomials of a discrete variable, i.e., Charlier polynomials $C_{k}(x ; a)$, Meixner polynomials $M_{k}(x ; \beta, c)$, Krawtchouk polynomials $K_{k}(x ; p, N)$ and Hahn polynomials $Q_{n}(x ; \alpha, \beta, N)$ :

$$
\sum_{x=0}^{B-1} \varrho(x) P_{k}(x) P_{l}(x)=\delta_{k l} h_{k} \quad(k, l=0,1, \ldots)
$$

where $h_{k}>0(k=0,1, \ldots)$; the set of orthogonality is $\{0,1, \ldots, B-1\}$, where $B$ equals $+\infty,+\infty$, $N+1$ and $N$, respectively. Besides the three-term recurrence relation

$$
\begin{align*}
& x P_{k}(x)=\xi_{0}(k) P_{k-1}(x)+\xi_{1}(k) P_{k}(x)+\xi_{2}(k) P_{k+1}(x)  \tag{1.1}\\
& \quad\left(k=0,1, \ldots ; P_{-1}(x) \equiv 0, P_{0}(x) \equiv 1\right)
\end{align*}
$$

these polynomials enjoy a number of similar properties [10, Ch. II; 11]. We shall need four of these properties.

[^0]First, the weight function $\varrho$ satisfies a difference equation of the type

$$
\begin{equation*}
\Delta[\sigma(x) \varrho(x)]=\tau(x) \varrho(x) \tag{1.2}
\end{equation*}
$$

where $\sigma$ is a polynomial of degree at most 2 , and $\tau$ is a first-degree polynomial.
Second, for arbitrary $n$, the polynomial $P_{n}$ obeys the second-order difference equation

$$
\begin{equation*}
\boldsymbol{L}_{n} P_{n}(x) \equiv\left\{\sigma(x) \Delta \boldsymbol{\nabla}+\tau(x) \boldsymbol{\Delta}+\lambda_{n} \boldsymbol{I}\right\} P_{n}(x)=0 \tag{1.3}
\end{equation*}
$$

where $\boldsymbol{\Delta}:=\boldsymbol{E}-\boldsymbol{I}, \boldsymbol{\nabla}:=\boldsymbol{I}-\boldsymbol{E}^{-1}, \boldsymbol{E}^{m}(m \in \mathbb{Z})$ is the $m$ th shift operator, $\boldsymbol{E}^{m} f(x)=f(x+m), \boldsymbol{I}$ is the identity operator, $I f(x)=f(x)$, and $\lambda_{n}$ is a constant given by

$$
\begin{equation*}
\lambda_{n}:=-\frac{1}{2} n\left[(n-1) \sigma^{\prime \prime}+2 \tau^{\prime}\right] \quad(n \in \mathbb{N}) \tag{1.4}
\end{equation*}
$$

(By convention, all the bold letter operators act on the variable $x$.)
Third, we have a pair of the so-called structure relations,

$$
\begin{equation*}
[\sigma(x)+\tau(x)] \Delta P_{k}(x)=d_{0}(k) P_{k-1}(x)+d_{1}(k) P_{k}(x)+d_{2}(k) P_{k+1}(x) \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(x) \nabla P_{k}(x)=d_{0}(k) P_{k-1}(x)+\left[d_{1}(k)+\lambda_{k}\right] P_{k}(x)+d_{2}(k) P_{k+1}(x) . \tag{1.6}
\end{equation*}
$$

Fourth,

$$
\begin{equation*}
\left.\sigma(x) \varrho(x) x^{k}\right|_{x=0} ^{x=B}=0 \quad(k=0,1, \ldots) \tag{1.7}
\end{equation*}
$$

Let $\left\{P_{k}\right\}$ be any family of classical orthogonal polynomials of a discrete variable, and let $\left\{\bar{P}_{k}\right\}$ be a sequence of polynomials. We are looking for a formula of the type

$$
\begin{equation*}
\bar{P}_{n}=\sum_{k=0}^{n} c_{n, k} P_{k} \tag{1.8}
\end{equation*}
$$

The coefficients $c_{n, k}$ in (1.8) are called the connection coefficients between the polynomials $\left\{P_{k}\right\}$ and $\left\{\bar{P}_{k}\right\}$ (see [1, Lecture 7]).

Here are the interesting particular cases:

1. $\left\{\bar{P}_{k}\right\}$ is another sequence of classical orthogonal polynomials of a discrete variable;
2. $\left\{\bar{P}_{k}\right\}$ is a sequence of orthogonal polynomials associated with $\left\{P_{k}\right\}$ (see [2]).

Note that in each case, polynomial $\left\{\bar{P}_{n}\right\}$ satisfies a linear difference equation in $x$.
In a recent paper, Ronveaux et al. [11] have discussed the first case and proposed an algorithmic way of obtaining a recurrence relation (in $k$ ) of the form

$$
\begin{equation*}
\mathscr{L} c_{n, k} \equiv \sum_{i=0}^{r} A_{i}(k) c_{n, k+i}=0 \tag{1.9}
\end{equation*}
$$

In the present paper we propose an alternative technique of derivation of the recurrence relation (1.9), based on an idea introduced in [8, 9]. The difference operator $\mathscr{L}$ is given in terms of $\sigma$,
$\tau$ and the difference operators $\mathscr{X}$ and $\mathscr{D}$, defined implicitly by the right-hand sides of (1.1) and (1.5), respectively (see Theorems 3.1 and 3.4 ). Also, it should be stressed that in almost all the cases the order of the obtained recurrence relation is significantly lower than in [11] (for instance, an eighth-order relation, given in [11] for the Hahn-Hahn case, can be replaced by a second-order relation). Applications of the result to some pairs of the classical discrete orthogonal polynomials are given.

The case where $\bar{P}_{n}$ is the $n$th associated polynomial is also discussed. A general result, given in Theorem 4.1, is applied to each classical family.

## 2. Identities involving the discrete Fourier coefficients

We shall need certain properties of the Fourier coefficients of an arbitrary polynomial $f, \operatorname{deg} f<B$, defined by

$$
\begin{equation*}
a_{k}[f]:=\frac{1}{h_{k}} b_{k}[f] \quad(k=0,1, \ldots, B-1), \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{k}[f]:=\sum_{x=0}^{B-1} \varrho(x) P_{k}(x) f(x), \tag{2.2}
\end{equation*}
$$

i. e., the coefficients in the expansion

$$
f=\sum_{k=0}^{\operatorname{deg} f} a_{k}[f] P_{k}
$$

Let $\mathscr{X}, \mathscr{D}$ and $\tilde{\mathscr{D}}$ be the difference operators (acting on $k$ ) defined by

$$
\begin{align*}
& \mathscr{X}:=\xi_{0}(k) \mathscr{E}^{-1}+\xi_{1}(k) \mathscr{I}+\xi_{2}(k) \mathscr{E},  \tag{2.3}\\
& \mathscr{D}:=d_{0}(k) \mathscr{E}^{-1}+d_{1}(k) \mathscr{I}+d_{2}(k) \mathscr{E},  \tag{2.4}\\
& \tilde{\mathscr{D}}:=\mathscr{D}+\lambda_{k} \mathscr{I} \tag{2.5}
\end{align*}
$$

(cf. (1.1), (1.5) and (1.6), respectively), where $\mathscr{I}$ is the identity operator, and $\mathscr{E}^{m}$ the $m$ th shift operator: $\mathscr{I} b_{k}[f]=b_{k}[f], \mathscr{E}^{m} b_{k}[f]=b_{k+m}[f] \quad(m \in \mathbb{Z})$. For the sake of simplicity, we write $\mathscr{E}$ in place of $\mathscr{E}^{1}$. (We adopt the convention that all the script letter operators act on the variable $k$.)

Further, let us define the difference operators $\boldsymbol{U}$ and $\boldsymbol{V}$ (acting on $x$ ) by

$$
\begin{align*}
\boldsymbol{U} & :=\sigma(x) \boldsymbol{\nabla}+\tau(x) \boldsymbol{I},  \tag{2.6}\\
\boldsymbol{V} & :=[\sigma(x)+\tau(x)] \boldsymbol{\Delta}+\tau(x) \boldsymbol{I} . \tag{2.7}
\end{align*}
$$

Notice that by virtue of $\Delta \nabla=\Delta-\nabla$, we can write

$$
\begin{equation*}
\boldsymbol{L}_{n}=\boldsymbol{V}-\boldsymbol{U}+\lambda_{n} \boldsymbol{I} \tag{2.8}
\end{equation*}
$$

We prove the following lemma.

Lemma 2.1. The coefficients (2.2) obey the identities:

$$
\begin{align*}
& b_{k}[x f(x)]=\mathscr{X} b_{k}[f],  \tag{2.9}\\
& \tilde{\mathscr{D}} b_{k}[\nabla f]=\lambda_{k} b_{k}[f],  \tag{2.10}\\
& \mathscr{D} b_{k}[\boldsymbol{\Delta} f]=\lambda_{k} b_{k}[f],  \tag{2.11}\\
& b_{k}[\boldsymbol{U} f]=-\mathscr{D} b_{k}[f],  \tag{2.12}\\
& b_{k}[\boldsymbol{V} f]=-\tilde{\mathscr{D}} b_{k}[f],  \tag{2.13}\\
& b_{k}\left[\boldsymbol{L}_{n} f\right]=\left(\lambda_{n}-\lambda_{k}\right) b_{k}[f] . \tag{2.14}
\end{align*}
$$

Proof. In view of (1.1) and (2.3), identity (2.9) is obviously true.
We will prove the identity (2.10). Using (1.5), summing by parts, and then using (1.7) and the equation $\Delta\left[\sigma(x) \varrho(x) \nabla P_{k}(x)\right]=-\lambda_{k} \varrho(x) P_{k}(x)$ (cf. (1.2) and (1.3)), we get

$$
\begin{aligned}
\tilde{\mathscr{D}} b_{k}[\nabla f] & =\tilde{\mathscr{D}} \sum_{x=0}^{B-1} \varrho(x) P_{k}(x) \Delta f(x-1)=\sum_{x=0}^{B-1} \varrho(x) \sigma(x) \nabla P_{k}(x) \Delta f(x-1) \\
& =\left.\varrho(x) \sigma(x) \nabla P_{k}(x) f(x-1)\right|_{x=0} ^{x=B}-\sum_{x=0}^{B-1} \Delta\left[\varrho(x) \sigma(x) \nabla P_{k}\right] f(x) \\
& =\lambda_{k} \sum_{x=0}^{B-1} \varrho(x) P_{k}(x) f(x)=\lambda_{k} b_{k}[f] .
\end{aligned}
$$

The proof of (2.11) goes as follows.

$$
\begin{aligned}
\mathscr{D} b_{k}[\Delta f] & =\mathscr{D} \sum_{x=0}^{B-1} \varrho(x) P_{k}(x) \Delta f(x)=\sum_{x=0}^{B-1} \varrho(x)[\sigma(x)+\tau(x)] \Delta P_{k}(x) \Delta f(x) \\
& =\sum_{x=0}^{B-1} \varrho(x+1) \sigma(x+1) \nabla P_{k}(x+1) \Delta f(x) \\
& =\sum_{y=1}^{B} \varrho(y) \sigma(y) \nabla P_{k}(y) \Delta f(y-1)=\sum_{x=0}^{B-1} \varrho(x) \sigma(x) \nabla P_{k}(x) \Delta f(x-1) \\
& =-\sum_{x=0}^{B-1} \Delta\left[\sigma(x) \varrho(x) \nabla P_{k}(x)\right] f(x)=\lambda_{k} \sum_{x=0}^{B-1} \varrho(x) P_{k}(x) f(x)=\lambda_{k} b_{k}[f] .
\end{aligned}
$$

Here we used a. o. the equation $\sigma(x+1) \varrho(x+1)=[\sigma(x)+\tau(x)] \varrho(x)$ (cf. (1.2)).
Similarly, we obtain

$$
\begin{aligned}
b_{k}[\sigma \nabla f] & =\sum_{x=0}^{B-1} \varrho(x) \sigma(x) P_{k}(x) \nabla f=\sum_{x=0}^{B-1} \varrho(x) \sigma(x) P_{k}(x) \Delta f(x-1) \\
& =-\sum_{x=0}^{B-1} \Delta\left[\sigma(x) \varrho(x) P_{k}(x)\right] f(x)
\end{aligned}
$$

$$
\begin{aligned}
& =-\sum_{x=0}^{B-1}\left[\tau(x) \varrho(x) P_{k}(x)+\sigma(x+1) \varrho(x+1) \Delta P_{k}(x)\right] f(x) \\
& =-\sum_{x=0}^{B-1} \tau(x) \varrho(x) P_{k}(x) f(x)-\sum_{x=0}^{B-1}[\sigma(x)+\tau(x)] \varrho(x) \Delta P_{k}(x) f(x) \\
& =-b_{k}[\tau f]-\sum_{x=0}^{B-1} \varrho(x) \mathscr{D} P_{k}(x) f(x) \\
& =-b_{k}[\tau f]-\mathscr{D} b_{k}[f] .
\end{aligned}
$$

Hence follows the identity (2.12).
Identity (2.13) may be proved in an analogous way.
Using (2.8), (2.12) and (2.13), and remembering that $\tilde{\mathscr{D}}=\mathscr{D}+\lambda_{k} \mathscr{I}$ (cf. (2.5)), we have

$$
b_{k}\left[\boldsymbol{L}_{n} f(x)\right]=b_{k}[\boldsymbol{V} f(x)]-b_{k}[\boldsymbol{U} f(x)]+\lambda_{n} b_{k}[f]=\left\{\mathscr{D}-\tilde{\mathscr{D}}+\lambda_{n} \mathscr{I}\right\} b_{k}[f]=\left(\lambda_{n}-\lambda_{k}\right) b_{k}[f] .
$$

This proves the validity of (2.14).

Remark 2.2. Identity (2.9) can be easily generalized to the form

$$
\begin{equation*}
b_{k}[q f]=q(\mathscr{X}) b_{k}[f] \tag{2.15}
\end{equation*}
$$

where $q$ is any polynomial.
The next result refers to the case of the Hahn polynomials.

Lemma 2.3. Let $b_{k}[f]$ be defined by (2.2) with $P_{k}$ being the Hahn polynomials, i.e., $P_{k}=$ $Q_{k}(\cdot ; \alpha, \beta, N)$. Let us define the difference operators $\boldsymbol{G}, \boldsymbol{H}$ (acting on $x$ ) by

$$
\begin{align*}
& \boldsymbol{G}:=(N-1-x) \boldsymbol{\Delta}-(\alpha+1) \boldsymbol{I}  \tag{2.16}\\
& \boldsymbol{H}:=x \boldsymbol{\nabla}+(\beta+1) \boldsymbol{I} \tag{2.17}
\end{align*}
$$

The following identities hold:

$$
\begin{align*}
& \mathscr{P} b_{k}[\boldsymbol{G} f(x)]=-(k+\beta+1) \tilde{\mathscr{P}} b_{k}[f],  \tag{2.18}\\
& \tilde{\mathscr{P}} b_{k}[\boldsymbol{H} f(x)]=(k+\alpha+1) \mathscr{P} b_{k}[f], \tag{2.19}
\end{align*}
$$

where $\mathscr{P}, \tilde{\mathscr{P}}$ are the following first-order difference operators (acting on $k$ ):

$$
\begin{align*}
& \mathscr{P}:=(k+\beta+1) \pi(k) \mathscr{I}+\mathscr{E},  \tag{2.20}\\
& \tilde{\mathscr{P}}:=(k+\alpha+1) \pi(k) \mathscr{I}-\mathscr{E} \tag{2.21}
\end{align*}
$$

with $\gamma=\alpha+\beta+1$, and

$$
\begin{equation*}
\pi(k):=\frac{(k+\gamma)(k+\gamma+N)}{(2 k+\gamma)_{2}} \tag{2.22}
\end{equation*}
$$

Proof. It suffices to observe that the operators (2.20), (2.21) and $\mathscr{Q}, \tilde{\mathscr{Q}}$ given by

$$
\begin{aligned}
& \mathscr{Q}:=-\frac{(k+\beta+1) \pi(k)}{k+\gamma} \mathscr{I}+\frac{1}{k+1} \mathscr{E}, \\
& \tilde{\mathscr{Q}}:=\frac{(k+\alpha+1) \pi(k)}{k+\gamma} \mathscr{I}+\frac{1}{k+1} \mathscr{E}
\end{aligned}
$$

verify the equations

$$
\mathscr{P}((N-1) \mathscr{I}-\mathscr{X}))=\mathscr{2} \mathscr{D}, \quad \tilde{\mathscr{P}} \mathscr{X}=\tilde{\mathscr{Q}} \tilde{\mathscr{D}}
$$

so that we have

$$
\begin{aligned}
& \mathscr{P} b_{k}[(N-1-x) \boldsymbol{\Delta} f(x)]=\mathscr{Q} \mathscr{D} b_{k}[\boldsymbol{\Delta} f(x)], \\
& \tilde{\mathscr{P}} b_{k}[x \nabla f(x)]=\tilde{\mathscr{Q}} \tilde{\mathscr{D}} b_{k}[\nabla f(x)] .
\end{aligned}
$$

Now use (2.11) and (2.10), respectively, and - noticing that $\lambda_{k}=k(k+\gamma)-$ check that

$$
\begin{aligned}
& \mathscr{2}\left(\lambda_{k} \mathscr{I}\right)-(\alpha+1) \mathscr{P}=-(k+\beta+1) \tilde{\mathscr{P}}, \\
& \tilde{\mathscr{Z}}\left(\lambda_{k} \mathscr{\mathscr { F }}\right)+(\beta+1) \tilde{\mathscr{P}}=(k+\alpha+1) \mathscr{P} .
\end{aligned}
$$

Lemma 2.4. Let $\mathscr{R}$ and $\check{\mathscr{R}}$ be the following first-order operators:

$$
\begin{align*}
& \mathscr{R}:=(k+\alpha) \vartheta(k) \mathscr{E}^{-1}-\mathscr{I},  \tag{2.23}\\
& \mathscr{R}:=(k+\beta) \vartheta(k) \mathscr{E}^{-1}+\mathscr{I} \tag{2.24}
\end{align*}
$$

with

$$
\begin{equation*}
\vartheta(k):=\frac{(k+\gamma)(k+\gamma+N)}{(2 k+\gamma-1)_{2}} \tag{2.25}
\end{equation*}
$$

Then we have the equality

$$
\begin{equation*}
\mathscr{R} \mathscr{P}=\tilde{\mathscr{R}} \tilde{\mathcal{P}} . \tag{2.26}
\end{equation*}
$$

Proof. Eq. (2.26) can be verified by a straightforward calculation.

## 3. Classical orthogonal polynomials of a discrete variable

Let $\left\{P_{k}\right\}$ and $\left\{\bar{P}_{k}\right\}$ be any two families of the classical discrete orthogonal polynomials. We shall give a recurrence relation (in $k$ ) of the form

$$
\begin{equation*}
\mathscr{L} c_{n, k} \equiv \sum_{i=0}^{r} A_{i}(k) c_{n, k+i}=0 \tag{3.1}
\end{equation*}
$$

obeyed by the connection coefficients $c_{n, k}$ in

$$
\begin{equation*}
\bar{P}_{n}=\sum_{k=0}^{n} c_{n, k} P_{k} . \tag{3.2}
\end{equation*}
$$

Obviously, $c_{n, k}$ are the Fourier coefficients $a_{k}\left[\bar{P}_{n}\right]$. Let us write

$$
\begin{equation*}
b_{n, k}:=b_{k}\left[\bar{P}_{n}\right]=h_{k} c_{n, k} . \tag{3.3}
\end{equation*}
$$

Let $P_{n}$ satisfy Eq. (1.3), and let

$$
\begin{equation*}
\overline{\boldsymbol{L}}_{n} \bar{P}_{n}(x) \equiv\left\{\bar{\sigma}(x) \Delta \boldsymbol{\nabla}+\bar{\tau}(x) \Delta+\bar{\lambda}_{n} \boldsymbol{I}\right\} \bar{P}_{n}(x)=0 \tag{3.4}
\end{equation*}
$$

where $\bar{\sigma}, \bar{\tau}$ are polynomials, $\operatorname{deg} \bar{\sigma} \leqslant 2, \operatorname{deg} \bar{\tau}=1$, and $\bar{\lambda}_{n}:=-\frac{1}{2} n\left[(n-1) \bar{\sigma}^{\prime \prime}+2 \bar{\tau}^{\prime}\right]$. We shall use the notation

$$
\begin{align*}
& \varphi(x):=\bar{\sigma}(x)-\sigma(x)  \tag{3.5}\\
& \psi(x):=\bar{\tau}(x)-\tau(x) \tag{3.6}
\end{align*}
$$

We can write

$$
\begin{equation*}
\overline{\boldsymbol{L}}_{n}=\boldsymbol{L}_{n}+[\varphi(x)+\psi(x)] \boldsymbol{\Delta}-\varphi(x) \nabla+\left(\bar{\lambda}_{n}-\lambda_{n}\right) \boldsymbol{I} . \tag{3.7}
\end{equation*}
$$

### 3.1. Connection between Hahn families

Assume that both sequences $\left\{P_{k}\right\},\left\{\bar{P}_{k}\right\}$ belong to the Hahn family. We will prove the following.
Theorem 3.1. Let $\left\{P_{k}\right\},\left\{\bar{P}_{k}\right\}$ be Hahn polynomials, $P_{k}=Q_{k}(\cdot ; \alpha, \beta, N)$, and $\bar{P}_{k}=Q_{k}(\cdot ; \eta, \zeta, N)$. The coefficients (3.3) satisfy the second-order recurrence relation

$$
\begin{equation*}
\tilde{\mathscr{L}} b_{n, k}=0 \tag{3.8}
\end{equation*}
$$

where the difference operator $\tilde{\mathscr{L}}$ is given by

$$
\begin{equation*}
\tilde{\mathscr{L}}:=\mathscr{R} \mathscr{P}\left(v_{k} \mathscr{I}\right)+\left(\varphi^{\prime}+\psi^{\prime}\right) \mathscr{R}((k+\beta+1) \tilde{\mathscr{P}})-\varphi^{\prime} \tilde{\mathscr{R}}((k+\alpha+1) \mathscr{P}) \tag{3.9}
\end{equation*}
$$

with

$$
\begin{equation*}
v_{k}:=\bar{\lambda}_{n}-\lambda_{k}+(\beta-\alpha) \varphi^{\prime}-(\alpha+1) \psi^{\prime} . \tag{3.10}
\end{equation*}
$$

Proof. In the considered case, we have (cf. Appendix, Tables 1 and 2)

$$
\varphi(x)=\varphi^{\prime} \cdot x, \quad(\varphi+\psi)(x)=-\left(\varphi^{\prime}+\psi^{\prime}\right) \cdot(N-1-x)
$$

Eq. (3.7) implies

$$
\overline{\boldsymbol{L}}_{n}=\boldsymbol{L}_{n}-\left(\varphi^{\prime}+\psi^{\prime}\right) \boldsymbol{G}-\varphi^{\prime} \boldsymbol{H}+\left[\bar{\lambda}_{n}-\lambda_{n}+(\beta-\alpha) \varphi^{\prime}-(\alpha+1) \psi^{\prime}\right] \boldsymbol{I} .
$$

Using this result in the equation

$$
\begin{equation*}
b_{k}\left[\overline{\boldsymbol{L}}_{n} f(x)\right]=0 \tag{3.11}
\end{equation*}
$$

where $f=\bar{P}_{n}$, applying the operator $\mathscr{T}=\mathscr{R} \mathscr{P}(=\tilde{\mathscr{R}} \tilde{\mathscr{P}}$; cf. Lemma 2.4), and making use of Lemmas 2.1 and 2.3 , we obtain formula (3.9).

The order of the recurrence can be deduced from (3.9) in view of the form of the difference operators $\mathscr{P}, \tilde{\mathscr{P}}, \mathscr{R}$ and $\check{\mathscr{R}}$ (cf. (2.20)-(2.24)).

Substituting (3.3), and the specific values of $\sigma, \tau, \lambda_{k}, h_{k}$ as well as the forms of the operators $\mathscr{X}$ (see (2.3)) and $\mathscr{D}$ (see (2.4)) given in the Appendix (see Table 1) in (3.8), we obtain the following corollary.

Corollary 3.2. The connection coefficients $c_{n, k}$ in

$$
\begin{equation*}
Q_{n}(x ; \eta, \zeta, N)=\sum_{k=0}^{n} c_{n, k} Q_{k}(x ; \alpha, \beta, N) \tag{3.12}
\end{equation*}
$$

satisfy the second-order recurrence relation

$$
\begin{equation*}
\mathscr{L} c_{n, k} \equiv A_{0}(k) c_{n, k-1}+A_{1}(k) c_{n, k}+A_{2}(k) c_{n, k+1}=0 \quad(1 \leqslant k \leqslant n) \tag{3.13}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{0}(k)= & (k+n+\vartheta-1)(n-k+1)(k+\gamma+N)(2 k+\gamma-2)_{4}(2 k+\gamma-1), \\
A_{1}(k)= & k(2 k+\gamma-2)_{3}(N-k)(k+\gamma+N) \\
& \times\{(\alpha-\beta) n(n+\vartheta)+(\alpha-\beta+2 \zeta-2 \eta) k(k+\gamma) \\
& +(\gamma+1)[\alpha(\vartheta-1)-\eta(\gamma-1))]\}, \\
A_{2}(k)= & (k)_{2}(N-k-1)_{2}(k+\beta+1)(k+\alpha+1) \\
& \times(k+n+\gamma+1)(k-n+\gamma-\vartheta+1)(k+\gamma+N)(2 k+\gamma+1),
\end{aligned}
$$

and where $\gamma:=\alpha+\beta+1$, and $\vartheta:=\eta+\zeta+1$, with the initial conditions $c_{n, n}=1, c_{n, n+1}=0$. The Pochhammer symbol $(a)_{m}$ has the following meaning:

$$
(a)_{0}:=1, \quad(a)_{m}:=a(a+1) \ldots(a+m-1) \quad(m=1,2, \ldots)
$$

Remark 3.3. Gasper [5] expressed $c_{n, k}$ in (3.12) explicitly as a multiple of

$$
{ }_{3} F_{2}\left(\left.\begin{array}{c}
k-n, k+\alpha+1, n+k+\vartheta \\
k+\eta+1,2 k+\gamma+1
\end{array} \right\rvert\, 1\right) .
$$

He also gave certain conditions sufficient for non-negativity of $c_{n, k}$ for all $n, k, N$.
Thus, (3.13) is a new recurrence for the above hypergeometric functions. By the way, this recurrence may be also deduced from a general result given in [7].

### 3.2. Connection between Charlier, Meixner and Krawtchouk families

Now we consider the case where none of the families $\left\{P_{k}\right\},\left\{\bar{P}_{k}\right\}$ is a Hahn family. We will prove the following.

Theorem 3.4. Let $\left\{P_{k}\right\},\left\{\bar{P}_{k}\right\}$ be (independently chosen) Charlier, or Meixner, or Krawtchouk polynomials. The coefficients (3.3) satisfy the recurrence relation

$$
\begin{equation*}
\tilde{\mathscr{L}} b_{n, k}=0 \quad\left(1 \leqslant k \leqslant n ; b_{n, n}=h_{n}, b_{n, n+1}=0\right), \tag{3.14}
\end{equation*}
$$

where the difference operator $\tilde{\mathscr{L}}$ is given by

$$
\begin{equation*}
\tilde{\mathscr{L}}:=\mathscr{D}\left(\mu_{k} \mathscr{I}\right)+\lambda_{k}\left(\psi^{\prime} \mathscr{X}+\psi(-1) \mathscr{I}\right) \tag{3.15}
\end{equation*}
$$

with

$$
\begin{equation*}
\mu_{k}:=\bar{\lambda}_{n}-\lambda_{k}-\psi^{\prime} . \tag{3.16}
\end{equation*}
$$

The order of the recurrence relation (3.14) is not greater than 2 .

Remark 3.5. Eq. (3.1) is obtained by substitution of (3.3) in (3.14).
Proof. Let us denote $f=\bar{P}_{n}$. As we have $\bar{\sigma}=\sigma$ (cf. Appendix, Tables 1 and 2), so Eq. (3.7) simplifies to

$$
\overline{\boldsymbol{L}}_{n} f(x)=\boldsymbol{L}_{n} f(x)+\psi(x) \Delta f(x)+\left(\bar{\lambda}_{n}-\lambda_{n}\right) f(x)
$$

which can rewritten in the form

$$
\bar{L}_{n} f(x)=\boldsymbol{L}_{n} f(x)+\Delta(\psi(x-1) f(x))+\kappa f(x)
$$

with $\kappa=\bar{\lambda}_{n}-\lambda_{n}-\psi^{\prime}$. Using this result in Eq. (3.11), we obtain

$$
b_{k}\left[\boldsymbol{L}_{n} f(x)\right]+b_{k}[\Delta(\psi(x-1) f(x))]+b_{k}[\kappa f(x)]=0
$$

Applying the operator $\mathscr{D}$ to both sides of the above equation, and making a repeated use of Lemma 2.1, we arrive at the recurrence relation (3.14) with the operator $\tilde{\mathscr{L}}$ given in (3.15).

Now, we can apply the general result given in Theorem 3.4 to all possible pairs of the families of non-Hahn classical discrete orthogonal polynomials. Computer algebra system MAPLE [3] was very helpful in obtaining the scalar form of the Eq. (3.14). The specific values of $\sigma, \tau, \lambda_{k}, h_{k}$ as well as the forms of the operators $\mathscr{X}$ (see (2.3)) and $\mathscr{D}$ (see (2.4)) are given in the Appendix for the monic Charlier polynomials (Table 1) and for the monic Meixner and Krawtchouk polynomials (Table 2).

### 3.2.1. Charlier-Charlier

For the connection coefficients $c_{n, k}$ in

$$
C_{n}(x ; b)=\sum_{k=0}^{n} c_{n, k} C_{k}(x ; a)
$$

we obtain the first-order recurrence relation

$$
(n-k+1) c_{n, k-1}-k(a-b) c_{n, k}=0 \quad\left(k=1,2, \ldots, n ; c_{n, n}=1\right)
$$

Hence,

$$
c_{n, k}=\binom{n}{k}(a-b)^{n-k} \quad(k=0,1, \ldots, n)
$$

which agrees with the result given in [11].

### 3.2.2. Meixner-Charlier

For the connection coefficients $c_{n, k}$ in

$$
M_{n}(x ; \beta, c)=\sum_{k=0}^{n} c_{n, k} C_{k}(x ; a)
$$

we obtain the second-order recurrence relation

$$
\begin{aligned}
& q(k-n-1) c_{n, k-1}-k(k+\beta-a q-1) c_{n, k}-a(k)_{2} c_{n, k+1}=0 \\
& \quad\left(k=1,2, \ldots, n ; c_{n, n}=1, c_{n, n+1}=0\right)
\end{aligned}
$$

where $q:=(1-c) / c$.

### 3.2.3. Krawtchouk-Charlier

For the connection coefficients $c_{n, k}$ in

$$
K_{n}(x ; p, N)=\sum_{k=0}^{n} c_{n, k} C_{k}(x ; a)
$$

we obtain the second-order recurrence relation

$$
\begin{aligned}
& (k-1-n) c_{n, k-1}+p k(k-N+a / p-1) c_{n, k}+a p(k)_{2} c_{n, k+1}=0 \\
& \quad\left(k=1,2, \ldots, n ; c_{n, n}=1, c_{n, n+1}=0\right) .
\end{aligned}
$$

### 3.2.4. Charlier-Meixner

For the connection coefficients $c_{n, k}$ in

$$
C_{n}(x ; a)=\sum_{k=0}^{n} c_{n, k} M_{k}(x ; \beta, c)
$$

we obtain the second-order recurrence relation

$$
\begin{aligned}
& (1-c)^{2}(k-n-1) c_{n, k-1}+(1-c) k[c(2 k+\beta-n+a-1)-a] c_{n, k} \\
& \quad+c^{2}(k)_{2}(k+\beta) c_{n, k+1}=0 \quad(k=1,2, \ldots, n)
\end{aligned}
$$

with the initial conditions $c_{n, n}=1, c_{n, n+1}=0$.

### 3.2.5. Meixner-Meixner

For the connection coefficients $c_{n, k}$ in

$$
M_{n}(x ; \gamma, d)=\sum_{k=0}^{n} c_{n, k} M_{k}(x ; \beta, c)
$$

we obtain the second-order recurrence relation

$$
\begin{aligned}
& (1-c)^{2}(1-d)(k-n-1) c_{n, k-1} \\
& \quad+(1-c) k\{c[2 k+\beta-1-n-d(k-n+\beta-\gamma)]-d(k+\gamma-1)\} c_{n, k} \\
& \quad+c(c-d)(k)_{2}(k+\beta) c_{n, k+1}=0 \quad(k=1,2, \ldots, n)
\end{aligned}
$$

with the initial conditions $c_{n, n}=1, c_{n, n+1}=0$.
For $d=c$, this equation simplifies to the first-order equation

$$
(1-c)(n-k+1) c_{n, k-1}-c k(k-n+\beta-\gamma) c_{n, k}=0 \quad\left(k=1,2, \ldots, n ; c_{n, n}=1\right)
$$

which implies the formula

$$
M_{n}(x ; \gamma, c)=\sum_{k=0}^{n}\binom{n}{k}\left(\frac{c}{c-1}\right)^{k}(\gamma-\beta)_{k} M_{n-k}(x ; \beta, c)
$$

Gasper [5] gave an explicit formula for $c_{n, k}$ in terms of

$$
{ }_{2} F_{1}\left(\begin{array}{c|c}
k-n, k+\beta & \frac{c(1-d)}{d(1-c)} \\
k+\gamma & .
\end{array}\right.
$$

He also showed that $c_{n, k} \geqslant 0$ iff $d \geqslant c$ and $\gamma \geqslant \beta$.

### 3.2.6. Krawtchouk-Meixner

For the connection coefficients $c_{n, k}$ in

$$
K_{n}(x ; N, p)=\sum_{k=0}^{n} c_{n, k} M_{k}(x ; \beta, c)
$$

we obtain the second-order recurrence relation

$$
\begin{aligned}
& (1-c)^{2}(n-k+1) c_{n, k-1}+(c-1) k[(c-1) p(N-k+1)+c(2 k-n+\beta-1)] c_{n, k} \\
& \quad+c(c p-c-p)(k)_{2}(k+\beta) c_{n, k+1}=0 \quad(k=1,2, \ldots, n)
\end{aligned}
$$

with the initial conditions $c_{n, n}=1, c_{n, n+1}=0$.

Gasper [5] expressed $c_{n, k}$ in terms of

$$
{ }_{2} F_{1}\left(\begin{array}{c|c}
k-n, k+\beta & c \\
k-N & p(c-1)
\end{array}\right)
$$

### 3.2.7. Charlier-Krawtchouk

For the connection coefficients $c_{n, k}$ in

$$
C_{n}(x ; a)=\sum_{k=0}^{n} c_{n, k} K_{k}(x ; p, N)
$$

we obtain the second-order recurrence relation

$$
\begin{aligned}
& (k-n-1) c_{n, k-1} \\
& \quad-k[p(2 k-N-n-1)+a] c_{n, k}-p^{2}(k)_{2}(N-k) c_{n, k+1}=0 \\
& \quad(k=1,2, \ldots, n)
\end{aligned}
$$

with the initial conditions $c_{n, n}=1, c_{n, n+1}=0$.

### 3.2.8. Meixner-Krawtchouk

For the connection coefficients $c_{n, k}$ in

$$
M_{n}(x ; \beta, c)=\sum_{k=0}^{n} c_{n, k} K_{k}(x ; p, N)
$$

we obtain the second-order recurrence relation

$$
\begin{aligned}
& (1-c)(k-n-1) c_{n, k-1}-k[(1-c) p(2 k-N-n-1)+c(k+\beta-1)] c_{n, k} \\
& \quad-p(c p-p-c)(k)_{2}(N-k) c_{n, k+1}=0 \quad(k=1,2, \ldots, n)
\end{aligned}
$$

with the initial conditions $c_{n, n}=1, c_{n, n+1}=0$.

### 3.2.9. Krawtchouk-Krawtchouk

For the connection coefficients $c_{n, k}$ in

$$
K_{n}(x ; q, N)=\sum_{k=0}^{n} c_{n, k} K_{k}(x ; p, N)
$$

we obtain the second-order recurrence relation

$$
\begin{aligned}
& (k-n-1) c_{n, k-1} \\
& \quad+k[(2 p-q) k-(p-q)(N+1)-n p] c_{n, k}+p(p-q)(k)_{2}(N-k) c_{n, k+1}=0 \\
& \quad(k=1,2, \ldots, n)
\end{aligned}
$$

with the initial conditions $c_{n, n}=1, c_{n, n+1}=1$. The explicit form is [11]

$$
c_{n, k}=\binom{n}{k}(p-q)^{n-k}(N+1-n)_{n-k} \quad(k=0,1, \ldots, n) .
$$

## 4. Associated polynomials

Given a system $\left\{P_{k}(x)\right\}$ of classical orthogonal polynomials of a discrete variable, the associated polynomials $\left\{P_{k}^{(1)}(x)\right\}$ are defined recursively by

$$
\begin{align*}
& x P_{k}^{(1)}(x)=\xi_{0}(k+1) P_{k-1}^{(1)}(x)+\xi_{1}(k+1) P_{k}^{(1)}(x)+\xi_{2}(k+1) P_{k+1}^{(1)}(x)  \tag{4.1}\\
& \quad\left(k=0,1, \ldots ; P_{-1}^{(1)}(x) \equiv 0, P_{0}^{(1)}(x) \equiv 1\right)
\end{align*}
$$

notation being that of (1.1). Recently, Atakishiyev et al. [2] have shown that for any natural $n$, $f(x)=P_{n-1}^{(1)}(x)$ obeys the following second-order difference equation:

$$
\begin{equation*}
\boldsymbol{L}_{n}^{*} f(x) \equiv \nabla \Delta[\sigma(x) f(x)]-\nabla[\tau(x) f(x)]+\lambda_{n} f(x)=\kappa(\Delta+\nabla) P_{n}(x) \tag{4.2}
\end{equation*}
$$

where we assume that $\left\{P_{k}\right\}$ are monic, and

$$
\kappa:=\frac{1}{2} \sigma^{\prime \prime}-\tau^{\prime} .
$$

Let us look for a recurrence relation for the Fourier coefficients $a_{k}\left[P_{n-1}^{(1)}(x)\right]$, i.e., the connection coefficients $\left\{a_{n-1, k}^{(1)}\right\}$ in

$$
\begin{equation*}
P_{n-1}^{(1)}(x)=\sum_{k=0}^{n-1} a_{n-1, k}^{(1)} P_{k}(x) . \tag{4.3}
\end{equation*}
$$

Let us denote

$$
\begin{equation*}
b_{n-1, k}^{(1)}:=b_{k}\left[P_{n-1}^{(1)}\right]=h_{k} a_{n-1, k}^{(1)} . \tag{4.4}
\end{equation*}
$$

Theorem 4.1. The coefficients $b_{n-1, k}^{(1)}$ satisfy the recurrence relation

$$
\begin{equation*}
\tilde{\mathscr{L}} b_{n-1, k}^{(1)}=0 \quad(2 \leqslant k \leqslant n-r+1) \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\mathscr{L}}:=\lambda_{k} \sigma(\mathscr{X})-\mathscr{D} \tau(\mathscr{X})+\lambda_{n} \mathscr{D} \lambda_{k}^{-1} \tilde{\mathscr{D}} \tag{4.6}
\end{equation*}
$$

The order $r$ of the relation (4.5) equals 3 for Charlier, Meixner and Krawtchouk polynomials, and 4 for Hahn polynomials.

Proof. Let $f(x)=P_{n-1}^{(1)}(x)$. By virtue of (4.2), we have the identity

$$
b_{k}\left[L_{n}^{*} f(x)\right]=\kappa b_{k}\left[(\Delta+\nabla) P_{n}(x)\right] .
$$

Applying the operator $\mathscr{T}:=\mathscr{D} \lambda_{k}^{-1} \tilde{\mathscr{D}}$ to both sides of the above identity, and using (2.11), (2.10) and (2.15), we obtain

$$
\tilde{\mathscr{L}} b_{k}[f]=\omega(k)
$$

with the operator $\tilde{\mathscr{L}}$ given in (4.6) and

$$
\omega(k):=\kappa(\mathscr{D}+\tilde{\mathscr{D}}) b_{k}\left[P_{n}\right] .
$$

Now, notice that $b_{k}\left[P_{n}\right]=h_{n} \delta_{k n}$, so that $\omega(k)=0$ for $k<n-1$; hence the eq. (4.5).
In the subsequent subsections we assume that the associated polynomials $\left\{P_{k}^{(1)}(x)\right\}$ are monic.

### 4.1. Associated Charlier polynomials

The coefficients $a_{n-1, k}^{(1)}$ in the formula

$$
C_{n-1}^{(1)}(x ; a)=\sum_{k=0}^{n-1} a_{n-1, k}^{(1)} C_{k}(x ; a)
$$

satisfy the third-order formula

$$
\begin{aligned}
& (n+k) a_{n-1, k-1}^{(1)}+k(n+2 k+1) a_{n-1, k}^{(1)} \\
& \quad+(k)_{2}(k+2 a+1) a_{n-1, k+1}^{(1)}+a(k)_{3} a_{n-1, k+2}^{(1)}=0 \quad(1 \leqslant k \leqslant n-1)
\end{aligned}
$$

with the initial conditions $a_{n-1, n-1}^{(1)}=1, a_{n-1, n}^{(1)}=a_{n-1, n+1}^{(1)}=0$.

### 4.2. Associated Meixner polynomials

The coefficients $a_{n-1, k}^{(1)}$ in the formula

$$
M_{n-1}^{(1)}(x ; \beta, c)=\sum_{k=0}^{n-1} a_{n-1, k}^{(1)} M_{k}(x ; \beta, c)
$$

satisfy the third-order formula

$$
\begin{aligned}
& (c-1)^{3}(n+k) a_{n-1, k-1}^{(1)}-(c-1)^{2}(c+1) k(n+2 k+1) a_{n-1, k}^{(1)} \\
& \quad+(c-1)(k)_{2}\left[\left(c^{2}+3 c+1\right)(k+1)+c(n+2 \beta-1)\right] a_{n-1, k+1}^{(1)} \\
& \quad-(c)_{2}(k)_{3}(k+\beta+1) a_{n-1, k+2}^{(1)}=0 \quad(1 \leqslant k \leqslant n-1)
\end{aligned}
$$

with the initial conditions $a_{n-1, n-1}^{(1)}=1, a_{n-1, n}^{(1)}=a_{n-1, n+1}^{(1)}=0$.

### 4.3. Associated Krawtchouk polynomials

The coefficients $a_{n-1, k}^{(1)}$ in the formula

$$
K_{n-1}^{(1)}(x ; p, N)=\sum_{k=0}^{n-1} a_{n-1, k}^{(1)} K_{k}(x ; p, N)
$$

satisfy the third-order formula

$$
\begin{aligned}
& (n+k) a_{n-1, k-1}^{(1)}-(2 p-1) k(n+2 k+1) a_{n-1, k}^{(1)} \\
& \quad-(k)_{2}\left[(p-1)_{2}(2 N-n-5 k-4)-(k+1)\right] a_{n-1, k+1}^{(1)} \\
& \quad+(p-1)_{2}(2 p-1)(k)_{3}(N-k) a_{n-1, k+2}^{(1)}=0 \quad(1 \leqslant k \leqslant n-1)
\end{aligned}
$$

with the initial conditions $a_{n-1, n-1}^{(1)}=1, a_{n-1, n}^{(1)}=a_{n-1, n+1}^{(1)}=0$.

### 4.4. Associated symmetric Hahn polynomials

The coefficients $d_{n-1, k}^{(1)}$ in the formula

$$
Q_{n-1}^{(1)}(x ; \alpha, \alpha, N)=\sum_{k=0}^{\lfloor(n-1) / 2\rfloor} d_{n-1, k}^{(1)} Q_{n-2 k-1}(x ; \alpha, \alpha, N)
$$

satisfy the second-order formula

$$
B_{0}(k) d_{n-1, k-1}^{(1)}+B_{1}(k) d_{n-1, k}^{(1)}+B_{2}(k) d_{n-1, k+1}^{(1)}=0 \quad(0 \leqslant k \leqslant\lfloor(n-1) / 2\rfloor-1),
$$

where

$$
\begin{aligned}
B_{0}(k)= & 2(n-2 k-2)_{4}\left(4 \kappa^{2}-9\right)(\kappa-1)_{3}^{2}(2 k-2 \alpha-1)(\kappa+k+2) \\
& \times(N-n+2 k-1)_{2}(\kappa+N+\alpha+1)_{2}, \\
B_{1}(k)= & 8(n-2 k-2)_{2} \kappa^{4}(\kappa-1)^{2}(2 \kappa-3)(2 \kappa-1)(2 \kappa+1)^{2} \\
& \times\left\{(\alpha)_{2}\left[4(N+\alpha)^{2}-(2 \alpha-1)(2 \alpha+3)-1\right]-(\kappa-\alpha)(\kappa+1)\right. \\
& \times[(2 \alpha+1)(2 k-N+\alpha+2)+(2 k+1)(2 n-2 k-1)-N(N-1)] \\
& \left.-n(n+2 \alpha+1)\left[(N+\alpha)^{2}+(\alpha-1)(\alpha+2)-1\right]\right\}, \\
B_{2}(k)= & 32(2 \kappa+3)(2 \kappa+1)^{3}(2 \kappa-1)^{2} \kappa^{6}(n-k-1)(2 k+2 \alpha+3),
\end{aligned}
$$

with $\kappa:=n-2 k+\alpha-1$, and the initial conditions $d_{n-1,0}^{(1)}=1, d_{n-1,-1}^{(1)}=0$.

## Appendix

Table 1
Data for the monic Charlier and Hahn polynomials

|  | Charlier | Hahn |
| :---: | :---: | :---: |
|  | $C_{k}(x ; a)$ | $Q_{k}(x ; \alpha, \beta, N)$ |
|  | $(a>0)$ | $\left(\alpha, \beta>-1, N \in \mathbb{Z}^{+}\right)$ |
| $\sigma$ | $x$ | $x(N+\alpha-x)$ |
| $\tau$ | $a-x$ | $(\beta+1)(N-1)-(\gamma+1) x$ |
| $\lambda_{k}$ | $k$ | $k(k+\gamma)$ |
| $\mathscr{X}$ | $a k \mathscr{E}^{-1}+(k+a) \mathscr{I}+\mathscr{E}$ | $\frac{k(N-k)(k+\alpha)(k+\beta)(k+\gamma-1)(k+\gamma+N-1)}{(2 k+\gamma-2)_{2}(2 k+\gamma-1)_{2}} \mathscr{E}^{-1}$ |
| $\mathscr{D}$ | $a k \mathscr{E}^{-1}$ | $\begin{gathered} +\left\{\frac{\alpha-\beta+2 N-2}{4}+\frac{\left(\beta^{2}-\alpha^{2}\right)(\gamma+2 N-1)}{4(2 k+\gamma-1)(2 k+\gamma+1)}\right\} \mathscr{I}+\mathscr{E} \\ \frac{k(k+\alpha)(k+\beta)(k+\gamma-1)_{2}(N-k)(k+\gamma+N-1)}{(2 k+\gamma-2)_{2}(2 k+\gamma-1)_{2}} \mathscr{E}^{-1} \end{gathered}$ |
|  |  | $-\frac{k(k+\gamma)[2 k(k+\gamma)+(\gamma-\alpha)(\gamma-1)-N(\alpha-\beta)]}{(2 k+\gamma-1)(2 k+\gamma+1)} \mathscr{I}-k \mathscr{E}$ |
| $h_{k}$ | $k!a^{k}$ | $\frac{k!\Gamma(k+\alpha+1) \Gamma(k+\beta+1)(2 k+\gamma+1)_{N-k-1}}{(k+\gamma)_{k}(N-k-1)!}$ |
| $h_{k}$ |  | $(k+\gamma)_{k}(N-k-1)!$ |

Note: $\gamma:=\alpha+\beta+1$.

Table 2
Data for the monic Meixner and Krawtchouk polynomials

|  | Meixner | Krawtchouk |
| :--- | :--- | :--- |
|  | $M_{k}(x ; \beta, c)$ | $K_{k}(x ; p, N)$ |
|  | $(\beta>0, c \in(0,1))$ | $\left(p \in(0,1), N \in \mathbb{Z}^{+}\right)$ |
| $\sigma$ | $x$ | $x$ |
| $\tau$ | $\beta c+(c-1) x$ | $(1-p)^{-1}(N p-x)$ |
| $\lambda_{k}$ | $(1-c) k$ | $(1-p)^{-1} k$ |
| $\mathscr{X}$ | $\frac{c k(k+\beta-1)}{(1-c)^{2}} \mathscr{E}^{-1}$ | $p(1-p) k(N-k+1) \mathscr{E}^{-1}$ |
|  | $+\frac{[(c+1) k+\beta c]}{1-c} \mathscr{I}+\mathscr{E}$ | $+[k+p(N-2 k)] \mathscr{I}+\mathscr{E}$ |
|  | $\frac{c k(1-\beta-k)}{c-1} \mathscr{E}^{-1}+c k \mathscr{I}$ | $p k(1+N-k) \mathscr{E}^{-1}-p(1-p)^{-1} k \mathscr{I}$ |
| $\mathscr{D}$ | $\frac{k!(\beta)_{k} c^{k}}{(1-c)^{\beta+2 k}}$ | $\frac{N!k!}{(N-k)!} p^{k}(1-p)^{k}$ |
| $h_{k}$ |  |  |
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